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ISIS TS1 TRAM and its FLUKA model

The TS1 spallation target operated at ISIS between 2014 and 
2019 for the production of neutrons by high energy protons 
(700-800 MeV) is made of 12 tungsten plates cladded with 
tantalum and water-cooled. Residual radioactive nuclei can be 
produced in the target either as a direct product of the 
spallation process or as a result of secondary low energy 
neutron absorption and are responsible for the decay heat 
deposition after the proton beam-off.This work presents the 
indirect measurement of the decay heat deposited in the 
tungsten core and tantalum cladding of each ISIS TS1 target 
plate, by using two different experimental approaches:  
1) DH in the tungsten core,  based on the temperature rise 

measurement by thermocouples located in the centre of 
each plate + theoretical and/or FE. model  

2) DH in the tantalum cladding, based on the gamma 
spectrometry measuremen during the storage in the flask 

The experimental assessed values have been 
compared with the Monte Carlo FLUKA-CERN 
predictions at different cooling times. The performed 
FLUKA calculations include estimation of proton and 
neutron activation, whilst the proton beam is on, and 
simulations of the transport and interaction of the 
radioactive decay products at different cooling 
times, when the proton beam has been shut down 
and the target is kept and cooled inside the TRAM 
for testing purposes. 

Decay Power deposition :Fluka predictions vs measurements

The irradiation history used in the FLULA 
simulations reproduces in detail the sequence of 
beam-on and beam-off off periods from March 
2015 to December 2018, for a total of 1373 mA-
hours irradiation. At the end of the proton beam 
irradiation, a test was carried out at RAL to 
measure the decay heat in the target as a 
function of the cooling time (between 20th 
December 2018 and 3rd January 2019), keeping 
the target in place in the reflector. During the 
test, the cooling water was stopped seven times 
for about half an hour in the first 5 stops and 
about 2 hours in the last two, causing, each time, 
the temperature rise in the plates.   

1. Temperature rise measurements in each plate + Lumped Parameter approach: estimation 
of decay heat in the W core only

In our experimental scenario, thanks to the 
uniform field temperature assesse in each 
plate during the preparatory phase,  the 
increasing rate of temperature at the beginning 
of the cooling stop phase can be related 
directly to the decay heat of the tungsten 
region at that time:  

However, with this approach, the decay heat for the tungsten regions only can be estimated 

2. Whole temperature increase profile during the transient phase + Ansys CFD model 

The temperature profile of 
each plate all along the 
cooling pump stop period is 
determined by balancing the 
total deposited decay heat 
and na tu ra l convec t ion 
cooling that characterises the 
heat exchange during this 
phase.Simulating the transient 
phases, allows to find the 
decay heat in each plate that 
eventually can reproduce the 
real experimental temperature 

profile as a function of time for each plate as recorded by the thermocouples. The heat loads calculated 
in each material (tantalum or tungsten) of every plate by FLUKA and MCNPX/CINDER90 are used 
separately as input to thermal simulations of a detailed finite element model of the target realised with 
ANSYS CFX fluid dynamics software. the CFD simulations with the MCNPX/CINDER90 loads 
overestimate the measured temperature data by a factor 2, whilst by using the FLUKA thermal loads the 
measured data are reproduced well for all plates and cooling times, with a maximum difference between 
calculated and measured temperature less than few % all along the transient.  
The FLUKA predictions can reproduce either the integral value and the spatial distribution of the decay 
heat in the whole target, at any time after the primary proton beam-off. 

Ta182 invectory benchmarking 

For the Tantalum cladding direct measurements of the temperature are not availbale (thin layer 1.9 mm 
around the W core), so it is needed to proceed differently to estimate the decay heat in cladding for 
benchmarking purposes. 

The main contribution to the Decay Heat (DH) in the cladding is 
coming from the decay of Ta182  primarly formed through the  
Ta181(n,g) reaction:  measuring the Ta182 activity by means of the 
gamma spectrometry provides an indirect method to assess the DH 
in the cladding. The gamma spectrometry measurements have been 
carried out by 2 high purity germanium detectors around the target in 
the sotrage flask, as shown in the figure. 
The activity of a specific radionucleus can be derived by the formula 
reported:  

•A(Bq):Activity  of the  observed radionuclide 
•CR and CRB: measured Peak Count Rate and 
Background (with 2 HP Ge-detectors and 
SPECTRW code). 
•fbr: Brantching Ratio 
•feff and fsa:  Photo-Peak efficiency and Self 
Absorption Factor in the target 
•fshil: shielding attenutation factor 
•fdc: decay correction factor 

This method requires to use several “intermediate” models to find the “coefficient/factors” needed to 
convert the gamma count rate in the corresponding activity to be cmpared witht the FLUKA predictiosn. 
 The MC model of the target in the flask with the two germanium getectors has been has been built with 
Fluka and has been used to derive the feff,fsa,fsh factors. In all the cases, the radionuclide spatial 
distriutions as estimated in the full TRAM simulation have been used in the target in the flask geometry 

The shielding attenutation factor has been estimated with a mix 
approach using the predictions of Fluka in the high energy range 
and an empirical formula for mass attneution coefficient in order to 
enhance the confidence level for the ttenuation factor at low 
energies (i.e gammsa around  around 1 keV) 

A calibration test has been carried out with certified standard sources (liquid solution with Co-60 and 
Cs-137 isotops of well known activiies) to estimate the correction curves for the photo-peak efficiency feff 
of the two HP Germanium detectors. 

To take into account the 
different geometries of the 
certiied source and the target 
one , the MC pred ic ted 
e f fi c i e n c i e n c i e s o f t h e 
d e t e c t o r s h a v e b e e n 
corrected according the 
efficiency transfer relations for 
volouminous configurations 

 Measured activities vs Fluka predictions @ 22nd May 2019 for Ta182, Hf172, Co60  

☀The activities of Ta-182, Hf-172 and 
Co-60 predicted by FLUKA are in 
agreement within the uncertainties 
with the indireclty measured values. 
The experimental activities are derived 
from the measured gammas count 
ra t e s b y m e a n s o f a d d i t i o n a l 
simulations/calculations. WRT these 
o n e s , t h e l a r g e r u n c e r t a i n t y 
contribution is due to the shielding 
factor estimation. 

 Conclusion  

☀ The experimental values of the decay heat deposited respectively in the inner tungsten 
regions and in the whole plates (tungsten+tantalum cladding) could be assessed. The 
FLUKA predictions can reproduce either the integral value and the spatial distribution of 
the decay heat in the whole target, at any time after the primary proton beam-off. 

☀ The FLUKA activity predictions for 3 radionuclides (Ta-182, Hf-172 in the tungsten core 
and Co-60 in the SS vessel) have been successfully validated within the uncertainties
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Finally, in addition to the benchmarking, a general procedure has been identified and proposed to get a conser-
vative estimations of the decay heat at whatever cooling time in ISIS like targets.This procedure is mainly based on
the alternation of two kinds of period: a first steady state one during the active water cooling phase after the proton
beam-off and a following one during which the cooling pumps are stopped at the time when the decay heat value
is to be estimated. It is shown that, based on this procedure, the initial temperature rise at a given cooling time (i.e
the time derivative of the "temperature versus time" curve at the considered cooling time) gives an estimation of
the decay heat at that time, within the region where the thermocouple sensor is measuring.

The reader can find details of the FLUKA model of the TS1 TRAM and of the simulated scenario in Section 2,
where also the Monte Carlo predictions of the decay heat as a function of time are reported up to 1 year after the
proton beam-stop. The experimental campaign carried out at ISIS between 20th December 2018 and 3rd January
2019, aimed at estimating the decay heat in the target, is described in Section 3. Finally in Section 4 the two
methods used to derive, respectively, the decay heat in the whole target and in the tungsten regions only, from the
measured temperature profiles of each plate, are presented and discussed. The experimental values of the decay
heat as derived from the two methods are finally compared with the FLUKA predictions showing in both cases an
excellent agreement.

2. Description of the TS1 TRAM and its FLUKA model

Figure. 1 shows a schematic of the TS1 TRAM operated before the measurement campaign: the target is placed
with horizontal axis in the middle of the beryllium rods reflector. The water moderators are in the upper part, whilst
the cold moderators are located below the target. The two water moderators are at ambient room temperature 300
K, the liquid methane moderator operates at 100 K and the liquid hydrogen moderator at 20 K.

The cooling system of the target has 3 hydraulic sections, fed separately by a common manifold, as shown in
Fig. 2. The target is composed of 12 plates, each one with an inner tungsten cross section of 10.5 x 8 cm2 and
cladded with tantalum. In the axial direction (i.e in the direction of the primary proton beam) the plate thickness
increases and the thickness of the tungsten core of every plate is reported in Table 1.

Each plate hosts a thermocouple, whose sensor is located in the middle height of the plate and slightly eccentric
on the horizontal axis, as shown in Fig. 3. The thermocouple conductor is a K type (made of nichel chromium)

Fig. 1. TS1 TRAM
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Fig. 3. Location of thermocouple in the target

The nuclear models of relevance to account for elementary hadron nuclear interactions and for alpha and tri-
ton nuclear interactions are, respectively, the PEANUT hadron-nucleus and the BME nucleus-nucleus reaction
models[13], [14]. While the point-wise treatment for neutron cross sections is already available in FLUKA-INFN
[15], the multi-group algorithm has been used for transport of neutrons with energies below 20 MeV with both
codes.

Finally, the nuclear data for neutron transport and interaction in the material’s target are taken from the ENDF/B-
VIIr0 & VIIIr0 [16] and the JENDL-3.3 [17] Libraries. The decay database that FLUKA uses is a dedicated one
based on data from the Brookhaven National laboratory NNDC database[18]

2.2. FLUKA simulated scenario and results

The irradiation history used in the FLULA simulations reproduces in detail the sequence of beam-on and beam-
off periods from March 2015 to December 2018, for a total of 1373 mA-hours irradiation. The main parameters
used for simulating the proton beam irradiation are listed in Table 2. The decay heat ensuing that irradiation history

Fig. 4. TS1 TRAM FLUKA model
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The comparison between the FLUKA estimations of the decay heat in tungsten and the corresponding MC-
NPX/CINDER values[23] is reported in Table 7 (the � values reported in the table give the percentage differ-
ence of the code predictions with respect to the experimental values). Since the total decay heat in the target as
predicted by MCNPX/CINDER is almost a factor two larger than the one predicted by FLUKA (see paragraph
4.1) at any cooling time, the results reported in Table 7 suggest that the main difference between FLUKA and
MCNPX/CINDER for the decay heat in the ISIS target comes from the radioactivity estimation in the tantalum
cladding.

Table 7
Decay Heat in tungsten at selected cooling times

Cooling time Experimental [W] FLUKA [W] � f luka[%] MCNPX/CINDER[W] �mcnp[%]

1min 333± 35 308± 16 -7.5% 437 31%
1hour 217± 21 223± 10 7.3% 205 5%
3hours 173± 20 188± 9 8.6% 155 10%
1day 139± 19 137± 7 1% 89 -36%
3days 105± 19 109± 5 3% 52 -50%
1 week 92± 18 93.± 4 1% 33 -64%
2 weeks 84± 11 85± 3 1% 25 -70%

5. Conclusion

This work describes the successful benchmarking of the FLUKA predictions of the decay heat in the ISIS TS1
target respect to the experimental values derived from temperature measurements. Thanks to two independent
models, the experimental values of the decay heat deposited respectively in the inner tungsten regions and in the
whole plates (tungsten+tantalum cladding) could be assessed. The FLUKA predictions can reproduce either the
integral value and the spatial distribution of the decay heat in the whole target, at any time after the primary proton
beam-off.

The agreement between the FLUKA predictions and the experimentally derived values shows and quantifies
the goodness of the FLUKA model in predicting the decay heat as relevant and indirect estimation of both the
radioactive nuclei inventory produced and the correspective spatial distribution in the whole TRAM. It definitively

Fig. 13. Decay Heat in tungsten: comparison between FLUKA predictions and experimental values
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Table 5
Target hydraulic parameters during beam-on

S ec.1 S ec.2 S ec.3
Mass Flow Rate [kg/s] 3.5 3.7 1.15

h [W/cm2 K] 2.05 2.14 0.84

4. Models for the experimental decay heat assessment in the target

Two approaches have been used for linking the measured temperature profiles in each plate to the experimental
values of the decay heat, as schematically indicated in Fig. 8:

• A computational fluid-dynamics (CFD) model (based on finite element method) that allows to provide an
estimation of the total decay heat in the target, as sum of the contributions in the tungsten regions and in the
tantalum cladding 2. It applies during the transient phase triggered by the cooling pump stop.

• The second approach is based on a lumped parameter theoretical model that allows to estimate the decay heat
inside the tungsten region of each plate by using the temperature field assessed during the steady-state phase
that precedes each cooling stop.

Fig. 8. FE method and the LP approaches: range of application

By using these two fully independent methods, we eventually provide an indirect measurement of the total decay
heat deposited in the target and at the same time we are able to distinguish the amount deposited in tungsten and
in tantalum, respectively.

4.1. The CFD model for the cooling stop intervals

The temperature profile of each plate all along the cooling pump stop period is determined by balancing the
total deposited decay heat and natural convection cooling that characterises the heat exchange during this phase.
Simulating the transient phases, allows to find the decay heat in each plate that eventually can reproduce the real
experimental temperature profile as a function of time for each plate as recorded by the thermocouples.

The heat loads calculated in each material (tantalum or tungsten) of every plate by FLUKA and MC-
NPX/CINDER90 [20] are used separately as input to thermal simulations of a detailed finite element model of the

2The decay heat in the stainless steel vessel only contributes in a minor extent
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periods):

T (r, 0) = T (r, t < 0)( i.e. the steady � state spatial pro f ile ) (5)

In case of uniform temperature profile during the steady-state phase, then:

T (r, 0) ' T (0) (6)

@T (r, 0)
@t

' dT (0)
dt

(7)

and finally:

Q̇W(0) = ⇢WcW
dT (0)

dt

Z

V
dV = mW · cW

⇣dT
dt

⌘

t=0.
(8)

The total decay heat at any cooling time can be obtained simply by multiplying the time derivative of the temper-
ature at t=0 (i.e the cooling time at which the decay heat has to be calculated) by the total heat capacity of the
tungsten region. In Table 6 the time derivatives of the temperature for all the plates and cooling times are reported:
these values have been estimated by fitting the acquired temperature profile with Matlab[21]. At any cooling time,

Table 6
Temperature rise rate [deg/s] for each plate at several cooling times

Plate 60s 1h 3h 1d 3d 1w 2w
w1 1.40E-01 8.48E-02 6.24E-02 4.00E-02 3.69E-02 2.72E-02 2.77E-02
w2 1.62E-01 1.04E-01 7.44E-02 5.22E-02 4.03E-02 3.64E-02 3.43E-02
w3 1.49E-01 9.48E-02 7.04E-02 5.00E-02 3.76E-02 3.79E-02 3.09E-02
w4 1.35E-01 8.23E-02 6.40E-02 4.63E-02 3.63E-02 3.27E-02 2.78E-02
w5 1.21E-01 7.87E-02 6.04E-02 4.04E-02 3.72E-02 2.76E-02 2.72E-02
w6 1.08E-01 6.85E-02 5.35E-02 3.90E-02 3.37E-02 2.68E-02 1.98E-02
w7 8.04E-02 5.32E-02 4.63E-02 3.01E-02 2.52E-02 2.33E-02 3.72E-02
w8 4.77E-02 3.40E-02 2.84E-02 2.27E-02 1.70E-02 1.75E-02 9.10E-03
w9 2.95E-02 2.00E-02 1.87E-02 2.27E-02 1.29E-02 1.17E-02 9.30E-03
w10 1.53E-02 1.25E-02 1.01E-02 1.11E-02 8.94E-03 6.27E-03 5.10E-03
w11 8.19E-03 5.16E-03 4.93E-03 9.10E-03 3.98E-03 4.04E-03 4.30E-03
w12 5.05E-03 2.71E-03 3.15E-03 4.24E-03 2.30E-03 2.47E-03 1.40E-03

the overall decay heat in the tungsten material of the target can be estimated summing up the relative contributions
for each plate.

Q̇ =
12X

n=1

mici

⇣dTi

dt

⌘

t=0
(9)

The comparison between the experimental values of the decay heat in tungsten and the values predicted by FLUKA
is reported in Fig. 13. The measured values of the decay heat (in the range 1min- 2 weeks after the cooling stop)
differ from the FLUKA predicted ones by less than 10%, showing an excellent agreement.

In Fig.13, only the statistical errors are reported for the FLUKA predictions.
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target realised with ANSYS CFX [22] fluid dynamics software. The heat is assumed to be uniformly distributed
over each region. A conjugate fluid-thermal model us used to solve the fluid and solid domains simultaneously. A
transient analysis is solved starting from a uniform room temperature of 200C. A relatively coarse tetrahedral mesh
(5 -10mm element size) is used for the solid domains, as the local temperature gradients are relatively small. The
fluid domains uses a much finer hexahedral mesh (0.1- 1mm), with smaller elements near the surface boundaries in
order to accurately resolve the fluid velocity profiles. A constant heat transfer coefficient (h = 5 · 10�3W/cm2/K)
on all external surfaces is assumed. Temperature-varying material properties are included for solid domains but not
for the fluid. The profiles of temperature reconstructed by using the FLUKA loads and the MCNPX/CINDER90
ones respectively are reported together with the experimental values in Fig. 9 for several selected plates and cooling
times, but the conclusion does not change far all the simulated cases compared to experimental values: the CFD
simulations with the MCNPX/CINDER90 loads overestimate the measured temperature data by a factor 2, whilst
by using the FLUKA thermal loads the measured data are reproduced well for all plates and cooling times, with a
maximum difference between calculated and measured temperature less than few % all along the transient.

4.2. The Lumped Parameter approach for the preparatory steady state phase

In our experimental scenario, the increasing rate of temperature at the beginning of the cooling stop phase can
be related directly to the decay heat of the tungsten region at that time (just multiplying it by the correspective heat
capacity). In fact, if a Lumped Parameter approach can be used to describe the thermal behaviour of every plate
during the preparatory steady-state, then the increasing rate of the temperature at the very beginning of the follow-
ing transient can be easily evaluated by using the uniform temperature field as established during the preceding
steady-state phase. However, with this approach, the decay heat for the tungsten regions only can be estimated (i.e.,
it allows to get an estimation of the decay heat inside the uniform spatial region where the thermocouple sensor
is located). This method relies on the observation that the conductive/convective and diffusive phenomena evolve
with finite speed, so that the spatial profile of the temperature T (r, t0) at the starting of the transient phase t0 cannot
be different from that assessed in the previous steady-state period.

Several criteria, anyway, must be satisfied in order the Lumped Parameter approach could be considered applica-
ble during the steady-state phase: 1) the temperature inside the region should be uniform, 2) the decay heat during
the steady-state should be constant. These criteria have been checked for each plate at any cooling time by using a
simplified but representative enough ANSYS[22] model for static calculations, as described in detail in paragraph

Fig. 9. CFD Simulation results of decay heat during cooling stop phases: continuous curve refers to results with MCNPX/CINDER thermal
loads; the dashed line refers to results with FLUKA thermal loads and finally the dotted line reports the experimental temperature data

Step by step work

• STEP1: A(Bq). Target inside the TRAM to estimate the RN spatial distribution to be used in the other MC simulations 


• STEP2: CR and CRB. Measured Peak Count Rate and Background with the SPECTRW


• STEP3: feff  and fsa. Target (wo flask) + detectors model to estimate the photo-peak efficiency feff and the self absorption 
fsa factor in the target


• STEP4 (-): calibration test. MC model of the Detectors and calibrated source to estimate the correction curve for the 
photo peak efficiency feff   (also indicated in the following as ɛpp)


• STEP5: fdc Analytical approach for the decay correction factor estimation (also reported in the following as KDC)


• STEP6: fshil . MC model of the flask and general energy correlation fitting for mass attenuation

The work has been carried out in such a way to find each 
term of the above equation for the RN of our interest:  

 A[Bq] = CR − CRB
fbr ⋅ feff ⋅ fsa ⋅ fshl ⋅ fdc

Element A Z Fluka predicted 
Activity Measured

Ta 182 73 62.6 ±  10 GBq 82± 20 GBq 

Hf 172 72  5.6 ± 1.1 TBq  7.6  ± 1.9 TBq

Co 60 27 5.9 ±1.2  TBq 5.0 ± 1.1 TBq 

45
 c

m
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MC-driven analysis of key nuclear parameters 
in target design for optimised neutron yield
 Insights from ISIS-TS1 and Notional Design Evaluation 

ISIS neutronics group



Overview
• The FLUKA models and benchmarking for ISIS-TS1 

• MC  analysis of the upgraded ISIS-TS1:  

• neutron yield: Optimising  the target design Improving  coupling between target 
and reflector (moderator brightness & neutron pulse shape at the instrument)
(neutron leakage) 

• neutron leakage: Optimising the coupling target/reflector/moderator 

• Reducing the background:  high energy neutrons, delayed neutrons, photons  

• In addition to E_dep, DH, RN, energy fluence spectrum (moderator brightness) 
calculation, I will show how some advanced features of MC code can help to 
further support in identifying an optimal spallation neutron source: lesson from 
ISIS-TS1



• Make more neutrons —> powerful sources 

• Reduce the neutron losses —> synergic and considerate reflector 
and moderator design along with the target design 

• Reduce the background—> optimise the coupling of target with 
reflector and moderator assembly 

• MC code are essential in better addressing the task !!!

New Materials for 
targets, reflectors 
and moderators

Powerful codes for 
TRAM design

More efficient  
Moderation

Innovative neutron 
production 

process (laser)
 Efficient 

 neutron sources 
design

Scattering experiments need of intense neutron beam, low energy range and narrow pulse shape

Increasing the  “efficiency” of a neutron source

Neutron energy 
spectrum from bare 
target and from TRAM: 

overall produced 14 n/pr  

overall from TRAM: 5n/pr



The FLUKA-CERN Updates on Neutronics
In 2019 the FLUKA collaboration split into two groups:  the FLUKA-INFN and FLUKA-CERN

• Recent Important Milestones in neutronics and 
significant progress achieved in neutronics simulations 
with FLUKA-CERN 

• Implementation of Point Wise XS and treatment. 

• Enhanced Capabilities at low energy/temperature: 
Improved simulation of low-energy neutrons, particularly 
thermal and cold neutrons, with available scattering 
kernels for numerous materials at low temperatures. 

• Expanded Data Library: Users now have the flexibility to 
select from various data libraries and file formats (e.g., 
ACE), enriching FLUKA's capabilities. 

• All the decay products are transported and can interact 
in the materials (beta-+, gamma, alpha, delayed neutron) 

• Uploading meshed geometry from cad files into FLUKA 
in progress 

Neutron scattering in the eV range and below 
 Neutrons see nuclei as bound in molecule  
several vibrational modes can be activate as a 
mechanism to lose energy. 
the scattering nucleus is considered at rest (KE=0) 
neutron scattering elastically only changes direction 



The old model of ISIS-TS1 and DH meaurement
The model of the last dismissed target has been imported via Flair from the MCNP one

L. Quintieri et al. / Decay heat in ISIS spallation target: Simulations and measurements 321

Table 6

Thermal loads for ANSYS CFX simulations

Total Decay Heat in the target (W + Ta + SS)

Cooling time FLUKA [W] MCNPX [W]

1 min 754 1274

1 hour 561 953

1 day 405 771

3 days 379 716

1 week 338 674

2 weeks 284 636

Simulating the transient phases allows to find the decay heat in each plate that eventually can reproduce the real
experimental temperature profile as a function of time for each plate as recorded by the thermocouples.

The heat loads calculated for each material of every plate by FLUKA and MCNPX/CINDER90 [23] (see Table 6
for the overall contribution) are used separately as input to thermal simulations of a detailed finite element model of
the target realised with ANSYS CFX [9] fluid dynamics software. The heat is assumed to be uniformly distributed
over each plate region.

A conjugate fluid-thermal model is used to solve the fluid and solid domains simultaneously. A transient analysis
is solved starting from a uniform room temperature of 20°C. A relatively coarse tetrahedral mesh (5–10 mm
element size) is used for the solid domains, as the local temperature gradients are relatively small. The fluid
domains uses a much finer hexahedral mesh (0.1–1 mm), with smaller elements near the surface boundaries in
order to accurately resolve the fluid velocity profiles. A constant heat transfer coefficient (h = 3 · 10−3 W/cm2/K)
on all external surfaces is assumed, as representative of conduction across a gap of 5 mm of static helium gas to
the bulky reflector. Temperature-varying material properties are included for solid domains but not for the fluid.

4.1.1. Results and comparison with Monte Carlo predictions
The profiles of temperature reconstructed by using the FLUKA loads and the MCNPX/CINDER90 ones respec-

tively are reported together with the experimental values in Fig. 9 for several selected plates and cooling times, but
the conclusion does not change far all the simulated cases compared to experimental values: the CFD simulations
with the MCNPX/CINDER90 loads appear to overestimate the measured temperature data by a factor of about 2,
whilst, by using the FLUKA thermal loads, the measured data are reproduced well for all plates and cooling times,
with a maximum difference between calculated and measured temperature less than few % all along the transient.

4.2. Model 2: The Lumped Parameter approach for the preparatory steady state phase

In our experimental scenario, the increasing rate of temperature at the beginning of the cooling stop phase,
as read by the thermocouple, can be related directly to the decay heat of the tungsten region at that time (just
multiplying it by the correspective heat capacity). In fact, if a Lumped Parameter (LP) approach can be used
to describe the thermal behaviour of every plate during the preparatory steady-state, then the increasing rate of
the temperature in the thermocouple position and at the very beginning of the following transient can be easily
related to the uniform temperature field as established during the preceding steady-state phase. However, with this
approach, the decay heat for the tungsten regions only can be estimated (i.e., it allows to get an estimation of the
decay heat inside the uniform spatial region where the thermocouple sensor is located). This method relies on
the observation that the conductive/convective and diffusive phenomena evolve with finite speed, so that the spatial
profile of the temperature T (r, t0) at the starting of the transient phase, t0, cannot be different from the one assessed
in the previous steady-state period.

Several criteria, anyway, must be satisfied in order the LP approach could be considered applicable during the
steady-state phase: 1) the temperature inside the region should be uniform, 2) the decay heat during the steady-state
should be constant. These criteria have been checked for each plate at any cooling time by using a simplified but
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Table 4

Active cooling on and off periods during the test for heat decay measurement

Date Cooling-off Cooling-on

20 Dec. 2018 08:31:20 08:59:55

20 Dec. 2018 09:30:06 10:00:10

20 Dec. 2018 11:30:21 12:00:17

21 Dec. 2018 08:30:05 09:00:03

23 Dec. 2018 08:30:02 09:00:02

27 Dec. 2018 08:30:02 09:30:04

3 Jan. 2019 08:30:02 10:30:03

Fig. 7. Temperature profiles recorded by thermocouples during the measurement campaign.

oversized, since unchanged respect to the one used to cool down the target during the nominal proton beam irradi-
ation. Switching off the water pumps causes the increase of temperature in the plates because the heat generated
by the radionuclides decay is no more compensated by the forced convection cooling.

The thermocouple’s signals were recorded at 1-second intervals on a PLC-based system all along the test (either
during active cooling intervals and in the cooling stop ones) and the temperature profile of each plate was analysed
and linked to the decay heat in each plate by means of different mathematical approaches, as described in Section 4.
At the end of each stop, the cooling water flow is restored and kept until a steady state condition is established
overall the target, so that the procedure can start again.

The mass flow rates of each hydraulic section during the steady-state regime are reported in Table 5 to-
gether with the convective heat exchange coefficients, estimated by the Dittus-Boelter [16] correlation: Nu =
0.023(Pr)0.4(Rehc)

0.8,1 where Nu (the Nusselt number) is the dimensionless parameter characterising convective
heat transfer, Pr (the Prandtl number) is defined as the ratio of momentum diffusivity to thermal diffusivity and,
finally, Rehc (the Reynolds number) is the ratio of inertial forces to viscous forces in the fluid within the hydraulic
channel.

1Fully developed turbulent flow for L/Dhyd ! 60; Pr in [0.7 ÷ 100] range and Re ! 10000. The hydraulic channel for each plate being
equal to 0.4 cm.
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ref2 D. Findlay Ms. Ref. No.: NIMA-D-23-01072R1 
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Table 8

Decay heat in tungsten at selected cooling times

Cooling time Experimental [W] FLUKA*[W] MCNPX/CINDER90**[W]

1 min 333 ± 35 308 ± 55 437 ± 87

1 hour 217 ± 21 223 ± 40 205 ± 57

3 hours 173 ± 20 188 ± 34 155 ± 31

1 day 139 ± 19 137 ± 25 89 ± 18

3 days 105 ± 19 109 ± 20 52 ± 10

1 week 92 ± 18 93. ± 17 33 ± 7

2 weeks 84 ± 11 85 ± 15 25 ± 5
*Statistical plus systematic (as described in the text) uncertainties
**±20% overall estimate uncertainties

(1) Variations in the proton beam current due to small instabilities have been taken into account, σcurr = ±2.5%
(2) Small variations in beam spot-size (5% in FWHM Gaussian spatial distribution) give an uncertainty figure of

σspot = ±1%
(3) 20% uncertainty in the effective mA-hours for the irradiation scenario gives an associated uncertainty of

σirr = ±9%
(4) Using different nuclear data libraries for the cross sections of tungsten and tantalum for neutron transport (i.e

ENDF/B-VIIR0 vs Tendl-19) reflects in an estimated uncertainty of σxs = ±15%

The final comparison for the decay heat, exclusively in tungsten, between FLUKA estimations and MCNPX/CIN-
DER values ([8,18]), is reported in Table 8 together with the experimentally derived ones. Since the total decay
heat in the target as predicted by MCNPX/CINDER90 is almost a factor two larger than the one predicted by
FLUKA (see Section 4.1) at any cooling time, the results reported in Table 8 suggest that the main contribution to
the discrepancy for the decay heat in the ISIS target could come from the radioactivity estimation in the tantalum
cladding (mainly the Ta182 inventory). The FLUKA model has been derived from the MCNPX one, so the ge-
ometry is exactly the same for the two codes. Anyway, the difference between FLUKA and MCNPX/CINDER90
predictions is not yet well understood and some investigations and tests are still undergoing in order to get a better
understanding of the reasons that could originate it (i.e differences in the nuclear data used and/or high energy
physics models).

5. Conclusion

This work describes the successful benchmarking of the FLUKA predictions of the decay heat in the ISIS TS1
target respect to the experimental values derived from temperature measurements. Thanks to two independent
models, the experimental values of the decay heat deposited respectively in the inner tungsten regions and in the
whole target (tungsten + tantalum cladding + stainless steel vessel) could be assessed. The FLUKA predictions
can reproduce either the integral value and the spatial distribution of the decay heat in the whole target, at any time
after the primary proton beam-off.

The agreement between the FLUKA predictions and the experimentally derived values shows and quantifies
the goodness of the FLUKA model in predicting the decay heat as relevant and indirect estimation of both the
radioactive nuclei inventory produced and the correspective spatial distribution in the whole TRAM. It definitely
provides an indirect evidence of the accuracy of the simulated spallation physics and neutron transportation through
the all TRAM assembly.

Last but not least, this work attempts to highlight and propose a general empirical procedure that could be
eventually applied and used to proficiently measure the decay heat at whatever cooling time in targets with similar
ISIS design.
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t=60 s t= 1 dayt=1 h t= 14 dayst= 7 days
• Thanks to two independent models, the experimental values of the decay 

heat deposited respectively in the inner tungsten regions and in the whole 
target (tungsten + tantalum cladding + stainless steel vessel) could be 
estimated  

• The agreement between the FLUKA predictions and the experimentally 
derived values shows and quantifies the goodness of the FLUKA model in 
predicting the decay heat as relevant and indirect estimation of both the 
radioactive nuclei inventory produced and the correspective spatial 
distribution in the whole TRAM. 

•  Last but not least, this work attempts to highlight and propose a general 
empirical procedure that could be eventually applied and used to proficiently 
measure the decay heat at whatever cooling time in targets with similar ISIS 
design.ref1 L.Quintieri et al, Journal of Neutron Research 24 (2022) 313–327-DOI 

10.3233/JNR-220030



Benchmarking the Model wrt total DH
CAD FLUKA CAD FLUKA

ref1 L.Quintieri et al, Journal of Neutron Research 24 (2022) 313–327-DOI 10.3233/JNR-220030



measured gammas 
for Ta-182 

E(keV) Ig(%)

1121 35,17

1189 16.58

1221 27.27

Ta-182 density spatial distribution in the target (values are per primary)

Radionuclide
Activity

Region
FLUKA Experimantal

Hf-172 5.6 ±1.1 TBq 7.6±1.9T Bq W core

Ta-182 62.6±10 GBq 82±20 GBq Ta cladding

Co-60 5.9±1.2 TBq 5.0±1.1 TBq SS vessel

Benchmarking the FLUKA Model wrt RN inventory

[1] A[Bq] =
CR − CRB

fbr ⋅ feff ⋅ fsa ⋅ fshl ⋅ fdc

ref1 L.Quintieri et al, work presented at SATIF—16 proceeding in progress 

☀RN:  

The FLUKA predictions for the activities of Hf-172 in the 
tungsten core, Ta-182, in the cladding, and Co-60, in the 
target stainless steel vessel, have been successfully 
validated. MC estimations agree with experimental 
values within the uncertainties. These results confirm 
FLUKA-CERN’s ability to accurately reproduce both the 
integrated activity and the spatial distribution of the 
radionuclides within the targe



The upgraded FLUKA model of ISIS-TS1

Neutron E_dep Gamma E_depProton E_depTotal E_dep

The model of the new TRAM has been implemented by scratch based on the CAD designs



Geometric accuracy of the model 
CAD FLUKA CAD FLUKA

Ta cladded thermocouples 
are introduced in the Fluka 
model as well

Very accurate model of the 
whole TRAM: between CAD 
and FLUKA model, the 
maximum difference in the 
v o l u m e s f o r e a c h 
components is always less 
than 3% 

The target core is made of 
10 tungsten plates, each of 
4.9 cm radius, cladded with 
tantalum (cladding 
thickness is 0.2 cm).

 

Figure 3: Secondary particles produced in direct spallation 

  
The values reported in Figure 3  do not take into account the contribution from nuclear reactions 
initiated by neutrons with kinetic energy lower than 20 MeV. If, in the TRAM case, secondaries 
generated by low energy neutrons are also considered, the average proton generation rate increases 
from 2.14 to 15.5 proton per primary, since additional 13.4 protons are generated by low energy 
neutrons. As a consequence, in case of 200 µA current with 800 MeV primary proton, the secondary 
proton source rate becomes comparable to the neutron one (� 2E+16 s-1). Similarly, the deuteron 
production rate in the TRAM case is almost doubled, when the low neutron energy contribution is 
considered as well.  

The upgraded version of the TS1 target is segmented in 10 tungsten plates of different thickness as 
show in Table 3.  

Table 3: Thickness of each tungsten plate  

plate cm 

1 1.1 

2 1.2 

3 1.4 

4 1.6 

5 1.6 

6 1.9 

7 2.3 

8 2.9 

9 3.7 

10 14.3 
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-3 4.33E-01 5E+14 -1.50% 6.06E-01 -1.90% 8E+14

1 1.9E+00 2E+15 -6.60% 2.14E+00 -6.80% 3E+15
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Benchmarking the Model wrt Energy deposition

?

ref1 Dan Wilcox Journal of Neutron Research 26 (2024) 47–58 47 DOI 10.3233/JNR-240007

For further details —>  talk of Dan Wilcox  today

Thermal performance of the recently installed TS-1 Project 
target was measured and compared to predictions from FEA 
simulations. Steady state and transient thermal simulation 
results agree well with measured temperatures on 9 out of 10 
target plates. The thermal performance of the target appears 
to be in line with expectations, with the exception of the front 
target plate, the temperature of which was elevated 
compared to predictions.



New target dpa predictions: comparison between codes 
• FLUKA can perform within the same model: 

• 1)Prompt Energy deposition calculations 

• 2)RN inventory and DH calculations 

• 3)DPA  estimations Case
Peak dose per 

Amp-hour (DPA/
Ah)

TS1 
 (FLUKA-ISIS) 8.6

TS1 
 (MCNPX-IFN) 8.5

SNS (MCNP) 9.9

Details of dpa calulations: 
• NRT-dpa as dpa-sco by 

“usrbin” 

• charged particle transport 
has been set to 1.0 keV 

• Values for the DAMAGE 
ENERGY THRESHOLD 
assumed for the materials  in 
the models(based on NJOY 
suggested values): 

• Tungsten: 90 eV 
• Tantalum: 90 eV 
• IRON: 40 eV 
• Nickel: 40eV

All Monte Carlo simulations used DPA-NRT, with the possible 
exception of the SNS studies which did not report any particular 
DPA standard 



Neutron yield: target design 
optimisation 
MC parameters for optimisation: proton range, nuclear collision mean free 
path, absorption XS of relevant materials



• The essential function of the targets in spallation 
sources is to convert the high-energy proton beam 
into as many neutrons as possible, whilst 
occupying as small a volume as possible. 

• Minimising the volume within which protons are 
converted to neutrons results in the highest 
neutron fluxes.  

• Within the target, most of the power in the proton 
beam appears as heat, which has to be carried 
away by cooling  

• In addition to the maximise  neutron yield, the 
choice of target material is determined by a 
number of considerations, such as thermal 
conductivity , melting point, machinabil ity , 
chemical reactiv ity , induced radioactiv ity , 
availability and cost.

28  A Practical Guide to the ISIS Neutron and Muon Source

3.7 Neutron-producing targets
The essential function of the two neutron-producing 
targets on ISIS is to convert the high-energy proton beam 
into as many neutrons as possible, whilst occupying as 
small a volume as possible. Maximising the number of 
neutrons per proton implies choosing a target material  
of high atomic number Z. Minimising the volume within 
which protons are converted to neutrons results in the 
highest neutron fluxes. Within each target, most of the 
power in the proton beam appears as heat, which has  
to be carried away by cooling water.

The choice of target material is determined by a number 
of considerations, such as thermal conductivity, melting 
point, machinability, chemical reactivity, induced 
radioactivity, availability and cost. Taking high atomic 
number to mean atomic numbers greater than any of the 
lanthanides (57 < Z < 71), possible candidates are 
tantalum, tungsten, mercury, lead, thorium and uranium 
(Z = 73, 74, 80, 82, 90 and 92 respectively). ISIS runs with 
tantalum- clad tungsten targets.

The core of the TS-1 target is a rectangular block ~100 
mm wide, ~100 mm high, and ~300 mm long, divided into 
twelve tantalum-clad tungsten plates water-cooled on 
both sides. The power in the incident beam is ~140 kW, 
and much of this is carried away by the cooling water  
(the remainder of the power is dissipated in the material 
around the target and the shielding). The core of the  
TS-2 target is a solid cylinder of tantalum-clad tungsten 
~300 mm long and ~70 mm in diameter water-cooled at 
the front and on the curved surface of the cylinder. 

The power in the incident beam is ~35 kW, and again 
much of this is carried away by the cooling water. The 
proton beam spots on the TS-1 and TS-2 targets are 
roughly Gaussian in shape with 1/e radii of 2.53 cm and 
0.85 cm respectively. Schematic diagrams of the targets 
are shown in Figs. 3.16 and 3.18.g

The beam spots on the targets are approximately 
described by dI / dS (r) = I0 exp (-r2 / re

2) / (π re
2) where 

dI/dS is current per unit area, I0 is the beam current, 
r is the radial distance from the beam axis, and re 
is the 1/e radius. Although the TS-2 beam current 
is nominally one quarter of the TS-1 beam current, 
because the TS-2 beam spot is less than half the size 
of the TS-1 beam spot the mean heat loading on the 
beam axis at the front of the TS-2 target (watts per 
square centimetre) is greater than the corresponding 
heat loading on TS-1. And because TS-2 runs at one 
quarter of the pulse repetition rate of TS-1, the peak 
heat leading per pulse (joules per square centimetre) 
is almost a factor of 9 greater on TS-2 than on TS-1. 

Originally TS-1 ran with depleted uranium targets. 
Problems caused by radiation-induced swelling of 
the uranium target plates led to the use of tantalum 
targets in the 1990s, and since 2001 tantalum-clad 
tungsten targets have been used.

Ideally, the TS-1 and TS-2 targets would be made 
entirely of tungsten. However, at temperatures of a 
few hundred degrees Centigrade tungsten can react 
with water, whereas tantalum is much less reactive. 
Since it is impractical to cool the target with anything 
other than water, the tungsten is therefore clad with  
a thin layer of tantalum.
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Fig. 3.16. Schematic diagram of TS-1  
neutron-producing target.

Schematic diagram of  (the old)  
ISIS-TS1 target

The Role of the Target in Spallation Sources

ISIS runs with tantalum-clad 
tungsten targets. 

Results of  MC Simulation of Energy 
deposited  profile in the new target
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Target thickness: Range  vs inelastic Length 

• For neutron production to occur, 
nuclear collisions must take place 
before the incident particle 
reaches the end of its range.  

• To obtain a reasonably high 
NUCLEAR COLLISION PROBABILITY  
Pn  (∼ 0.95) the particle energy 
must satisfy the condition

Target thickness—>fully absorption of  
the primary protons. Confine the 
hadronic shower and  beam power, 
minimising the energy released 
around 

This means a depth comparable to 
the range of the proton at a given E

λ inelastic length (cm)

E W Au Pt Ta

800 MeV 9.5 9.7 8.7 10.9

R(Ep) > 3λ λ[g/cm−2] → nuclear collision mean free path

W case

λ is almost constant  above 200 MeV

19.4 n/pr W

19.3  n/pr Au

20.2  n/pr Pt



ISIS TS1: W optimised thickness

• The active length of the target could be 
further optimised (possibly shortened)  

• This means also possible evaluation of a 
different thickness and material  for the last 
plate target  

• evaluate possible different materials for clad
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The detailed evaluation of the neutron production in each plate (TRAM case) is reported in Figure 4, 
that shows the 3rd and 4th plates to provide the maximum contributions (the plate numeration 
increases according the order the primary beam encounters the target plates).  

 
Figure 4: TRAM case: neutron production in W plate 

 
Taking into account the volume of each plate, the plate efficiency can be expressed in terms of 
neutron produced per unit volume, as reported in Error! Not a valid bookmark self-reference., 
showing that the most efficient plates are the first and second one, respectively. 
 

Figure 5: TRAM case: tungsten plate production efficiency  

 
 

 
The neutron energy spectrum inside each tungsten plate is reported in isolethargic representation in 
Figure 6 (TRAM case): the higher track-length densities, both the integrated and the peak one 
(precisely at 0.7 MeV), are registered in the 3rd and 4th plates, coherently with the maximum 
production of neutrons. 
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Cladding material: Densimet and  TZM

IX

..Anyway no many data are available about 
corrosion/erosion and possibly dedicated 
studies will be needed TZM is a molybdenum alloy with titanium and zirconium. 

For further details refer to Alan Prothero talk



Comparing different materials for cladding
We compare the ISIS-TS1 target in TRAM with two notional target in TRAM: Densimet and TZM —> low neuton 
absorption XS 

(Tot leakage ∼6 n/pr) • Notional calculations of ISIS-TS1: 

•   W core and W_core/Densimet_clad  

•  W_core/TZM_clad  

• Results show that the neutron yield remain unaffected whilst the 
decay is largely reduced 



Neutron leakage:
Optimization of the target/reflector/moderator coupling 

Valuable figures of merit are the  moderator brightness ad pulse shape at 
the instrument



Moderator brightness and pulse at instrument inlet

Shutter entrance 
window

A Practical Guide to the ISIS Neutron and Muon Source  11 

Production of neutrons and muons — in general

2.2  Moderators and reflectors — optimising 
the neutrons for the instruments

The neutrons emitted from spallation targets have 
energies of the order of 1 mega-electron-volt (MeV), 
whereas the instruments for looking at the structure of 
materials require neutrons with energies in the milli-
electron-volt to electron-volt (meV – eV) region — some 
seven or eight orders of magnitude less. Not only that,  
the neutrons come out of the target in all directions,  
and need to be channelled into the instruments used by  
the scientists.

To achieve the necessary reductions in energy, i.e. to 
moderate the neutrons, the target is surrounded by 
moderator(s) made from low-atomic-number material in 
which neutron absorption is small. As the primary neutrons 
enter the moderator they rapidly lose energy by scattering 
repeatedly off the light nuclei (see Fig. 2.2). After a 
sufficient number of collisions, the neutrons achieve 
thermal equilibrium with the moderator material.The 
moderator(s) are surrounded by a reflector to try to return 
to the moderator neutrons that have started to scatter out 
of the moderators, and of course neutron absorption in the 
reflector must also be small to limit the number of neutrons 
lost. Reflectors are often made from either beryllium or 
heavy water — both are weak absorbers of neutrons.

Fig. 2.2. Schematic representation of neutron 
moderation. Neutrons (white) undergo successive 
collisions with recoiling hydrogen atom nuclei (red), 
slowing them down. After some 14 collisions in hydrogen, 
neutrons with energies in the MeV region slow down to 
energies in the meV – eV region.

The moderator material has a low atomic number so 
that the neutrons lose energy as quickly as possible, 
and absorption has to be small so that as few neutrons 
as possible are lost during the moderation process.

These neutrons (now with energies in the meV – eV 
range) are used by the scientists in their instruments at 
ISIS, and the atoms and molecules in samples of 
materials placed inside these instruments scatter some 
of the neutrons into detectors surrounding the samples. 
The spatial distributions and energy distributions of the 
scattered neutrons can then be related to arrangements 
of atoms and molecules inside the samples (see Fig. 2.3).

Fig. 2.3. Schematic representation of neutron scattering.

+

+

+

Neutron 
source

Sample

Scattered 
neutrons 

Detector

coupling FLUKa/McStas with different and independent 
approach wrt MCNPx/McStas—> validation in progress

Moderators are intended to be the actual  source that feeds the instrument with the slowed 
neutrons as needed for neutron scattering experiment 

Isolethargic



Comparing different materials for Reflector 
We compare the ISIS-TS1 target in TRAM with two notional target in TRAM: W_core/Densimet_clad & W_core/TZM_clad

Material Density 
(g/cm3)

Be/BeO 1.8

Be2C 2.4

Zr3Si2 5.86

Pb 11

Pb/Be 6.4

ORNL/TM-2023/3011

Be2C 

High moderating efficiency and low 
absorption cross section. It could serve 
as moderator alternative to graphite 
(greater slowing power) and  much 
better radiation damage characteristics.

Zr3Si2 

It is a heavy reflector material with 
promising application for high 
temperature nuclear gas reactor



ECNS 2023

Analysis of Background
gamma+ delayed neutrons+(high energy neutrons)



Escaping neutrons: where are they coming from?
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70.0%

Material
W Ta Be SS Boral Al MixWater

0.299%0.672%0.732%

1.738%

12.321%

4.758%

20.402%

0.092%0.031%0.032%
0.641%

0.508%

9.16%

44.183%

proton born secon. neutron born γ born π- born π+ born α born

Origin of neutron Escaping TRAM

-67.8% are born in W

-14.6% are born in Ta

-13 % are born in Be (by second. neutrons)

-2.5 % are born in SS

-2.1 % others


Neutrons born in W and Ta  are originated mainly by direct proton 
spallation, while the second relevant contribution (almost half of the 
former one) is coming from secondary neutrons.  

The reverse is happening in Be, SS, and other auxiliaries materials (Al, 
MixWater, etc) where neutrons are produced quite exclusively by 
secondary neutrons. 

By running FLUKA with suitable linked executables (from advanced user routines) it is possible to estimate and record for each 
escaping neutron the region where the neutrons themselves have been generated and info about parent particles

Origin Neutron Escaping  
[%]

W 67.8

Ta 14.6

SS 13.0

Be 2.5

Boral 0.8

Al-alloys 0.7

MixWater 0.4

Others 0.2

Materials where TRAM escaping 
neutrons originated

This kind of analysis has required to flag neutrons 
and latch them to their parents in the regions 

where they are generated.  
This has been accomplished by suitably coding 

the mgdraw.f and suprf.f advanced routines

flag1= 131

Asym. pois. 
water 
moderator flag1= 130

Sym. pois.water 
moderator

Liquid 

CH4

Liquid 

Hydrogen

The results below refer to the reference scenario:  800 MeV protons onto the present operating TRAM. The same kind of analysis can be carried out for more 
finalised target in order to optimise the final design in the frame of suitable coupling of target with moderators and reflector

Flagged neutrons trough moderators



1. Focus on reducing high energy neutron and gamma contributions 
2. Use advanced MC features for more efficient TRAM design: 

"latching" and "flagging" methods 
3. Consider new reflector and absorber materials: 

• CdInAg instead of Boral 
• 50% Be / 50% Pb reflector instead of all Be 
• Pb layer instead of Boral in beam aperture toward water moderators

Reducing HE n and increasing the thermal peak

Pb floor

Cd absorber
Be/Lead 
reflector

 Reflectors and Absorbers for Neutron and Gamma 
Suppression 

• Be/Pb reflector and Cd-In-Ag absorber suppress high energy 
neutrons 

• Lead floor/wall in beam line aperture inside reflector 
increases thermal peak 

• Green and black cases use 50% Pb and 50% lead reflector 
• In-Cd-Al more efficient at suppressing epithermal and fast 

neutrons due to resonances in capture cross section

Total neutron leakage 
Integrated over the entire solid angle

E[GeV]



Conclusion
• The FLUKA code features as a valuable tool for optimizing neutron source facilities by enabling 

comprehensive tracking of neutrons from the target to the sample 

• The use of a validated model provides a reliable framework for addressing key design choices 
within the ISIS-2 project (using it as notional tool for having evaluations about changes in the 
relevant nuclear parameters). 

• We are now in the phase of finalising the coupling between FLUKA model of TS1 and MCStas 
instrument 

• Successful implementation requires some advanced features and the development of an 
appropriate interface between the FLUKA model and optical simulation codes like McStas, which 
are used to simulate instruments. 

• In the design of ISIS-2, a parallel research effort should focus on reducing neutron losses while 
striving to increase power, to ensure both enhanced performance and efficiency.
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Comparing different material for target vessel
We compare the ISIS-TS1 target in TRAM with two notional target in TRAM:  zircaloy vessel

Reduced neutron thermal absorption 



DELAYED NEUTRONS

Most of the neutrons produced in 
fission are prompt neutrons, 

”Delayed” neutrons are emitted 
with half-lives ranging from few 
milliseconds up to 55 s for the 
longest-lived precursor  (87Br) 

The presence of delayed neutrons 
is perhaps the most important 
aspect of the fission process from 
reactor control: 

Neutron balance for CANDU reactors

1.Delayed neutrons are emitted by neutron-rich (fission or spallation) fragments that are called delayed neutron precursors. 
2.These precursors usually undergo beta decay, but a small fraction of them are excited enough to undergo neutron emission. 
3.The emission of neutrons happens orders of magnitude later compared to the emission of the prompt neutrons.

Relevance in Nuclear reactors Neutronic  background in Spallation Facilities

Delayed neutrons f rom Bromine and 
Rubidium are produced as a results of 
spallation process.   

Neutrons coming from(alpha, n) reactions  
with high energy alpha ( > 4 MeV) coming 
from short life alpha decay radionuclides 

Photoneutron produced in coolant or Be 
when the target is not irradiated by proton 
but still kept in loco for cool down purposes

Z A RN Activity 
[Bq] T1/2

35 86 Br86 5.06E+09 54-sec

35 87 Br87 1.27E+09 55-sec

35 88  Br88 4.43E+09 15.5 sec

Delayed neutron precursor’s activity  at EOI @ ISIS


