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TWEPP = Topical Workshop on Electronics for Particle Physics

The workshop covers all aspects of electronic systems, components and instrumentation for particle
and astro-particle physics such as: electronics for particle detection, triggering, data-acquisition
systems, accelerator and beam instrumentation.

Operational experience in electronic systems and R&D in electronics for LHC, High Luminosity LHC,

FAIR, neutrino facilities and other present or future accelerator projects are the major focus of the
workshop.
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TWEPP 2023

TWEPP = Topical Workshop on Electronics for Particle Physics

The purpose of the workshop is:

- Present original concepts and results of research and development for electronics relevant to particle
physics experiments as well as accelerator and beam instrumentation at future facilities;

- Review the status of electronics for running experiments and accelerators;

- Identify and encourage common efforts for the development of electronics;

- Promote information exchange and collaboration in the relevant engineering and physics communities.
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TWEPP 2023

A few plenary sessions: invited talks

Two parallel sessions, talks grouped into tracks:

ASICs

Optoelectronics & links

Power, grounding & shielding

Production, testing & reliability

Programmable logic, design & verification tools and
methods

Radiation tolerant components & systems

Module, PCB & component design

System design, description & operation

Trigger and timing distribution

Two poster sessions

Trigger
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Radiation
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Systems

ASIC
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Modules

13.3%
Opto

2.4%

Abstract submissions by topic
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A few plenary sessions: invited talks

Two parallel sessions, talks grouped into tracks: Trgger

Radiation

ASICs o
Optoelectronics & links ]
Power, grounding & shielding
Production, testing & reliability

Programmable logic, design & verification tools and
[ methods ]
e Radiation tolerant components & systems
e Module, PCB & component design
e System design, description & operation
[o Trigger and timing distribution ]

ASIC
33.3%

Systems

Modules
13.3%
Opto
2.4%

. Abstract submissions by topic
Two poster sessions \ y top

Topics I’ll focus on today ...



Location, Location, Location

Calaserena Village, near Cagliari (Sardinia)

e Resortin Geremeas
o Verysmall village, mainly holiday homes & resorts
o 45 minute drive from Cagliari
o Surprisingly cheap
m Out of season — temperature 20 - 25C (from
my perspective, ideal conference weather!)

e In previous years, hosted in a city or at least a

large town. Potential downside of resort?
o Stuck there all week
m What if the food is bad?
m Even worse: What if the bar closes early ...

e On the other hand: Private beach!
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Food & drinks

‘A Cardini / INFN Cagltar

Photos stolen from closeout slides

Calaserena, 060CT23
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Familiar faces

Quite a few people from RAL and ex-PPD’ers

Dave Newbold

Luigi Calligaris, Luis Ardila
Weiming Qian

Marcus French, Mark Willoughby




Onto the phystes electronics ..

Many, many talks & posters = this summary
necessarily focuses on what | found interesting (and
could understand)

Mostly go chronologically:

TOPICAL WoRksyop
ON ELECTROMCS
FOR PARTICLE piygics

e Current experiments
e HL-LHC upgrades

e R&D for future experiments
o DRD/DRD-ish

TWEPP 2053
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Current experiments




CMS Level-1 Trigger: Anomaly detection

CMS Level-1 Trigger selects 100kHz of bunch
crossings, making decision within 3.8 ps

e FPGA-based boards connected by optical links

e Calorimeter & muon subsystems: Perform
reconstruction of relevant objects

e Global trigger: Applies menu of trigger paths =
single-/multi-object kinematic & quality cuts

Recent development: Detect ‘anomalous events’, by
implementing autoencoder neural network in
Global Trigger

Calorimeter Trigger

Muon Trigger

ECAL

HCAL HCAL
HB/HE uHTR HF uHTR

A

Calo Trigger Layer 1

Calo Trigger Layer 2

Eaf==N
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CMS Level-1 Trigger: Anomaly detection

Why Anomaly Detection?

Problem:

Traditional trigger strategies rely on a priori knowledge of signal

or generic kinematic selections. 4
Simpl A I
What if we miss new physics because we don’t have the right g Kmer;’;’ﬁfms D:t?:t?ot,
trigger? 9]
©
C
[
Q
. [
Solution: o
Triggering on “anomalousness” offers an answer that is both g
1. Signal agnostic - Applicable to signatures that we have not § Model Dependent
had the foresight or person-power to target specifically Triggers
2. Highly sensitive - Can boost signal efficiency to signatures Rate Reduction !

limited by L1 trigger bandwidth

Q[ Monday, October 2, 2023 TWEPP 2023

K -
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CMS Level-1 Trigger: Anomaly detection

Whatis AXO TL? nomalye traction nline evel- riggera gorithm

Calorimeter Trigger Muan Trigger

) () () LJ__._,\jg
« Variational autoencoder (VAE) trained on ; =) 2 O
real unbiased data to detect outliers &

Col Tegge Laper 2

* Information bottleneck created by small-dimensional
latent space enforces efficient encoding = learning

(P, @) * [1pPS + 4 efy + 4 p + 10 jets]

* Calculated from standard Global Trigger (uGT) quantities )

s (pT, n, §) hardware integer inputs from: ) o e
1pT"5,4e/y, 4 p,and 10 jets

*pr = Anomalous or Not

Q]' Monday, October 2, 2023 TWEPP 2023 @ 4
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CMS Level-1 Trigger: Anomaly detection
Model Design

Level-1 Trigger constraints informed design

Loss = (1 — B)|lx — x||? + ﬂ%(uz +0%2—1 —logo?)

Reconstruction term Full regularization term

Q; Monday, October 2, 2023 TWEPP 2023
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CMS Level-1 Trigger: Anomaly detection
Model Design

Level-1 Trigger constraints informed design

"
Probabilistic |

Encoder

1
Loss = (IT=pHte=Z[ + B ; (4* + T=2%—<lngq’)
Reconstruction term Full regularization term

* Remove decoder network
* Significant latency & resource savings, minimal performance degradation

* Remove latent o term from loss calculation
» Saves even more on timing, negligible performance degradation

Q[ Monday, October 2, 2023 TWEPP 2023 @ 7
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CMS Level-1 Trigger: Anomaly detection

2023 Zero Bias

Collisions Dataset
AXO TL | vuorthsm
Workflow

Model HLS (C++)

l pyiind1

his' 4 ml Standalone

—

1 Train QKeras

$ CMSSW Emulator

| cms-nisamt

Offline Validation

Emulator (Python)

l Evaluate QKeras
Model VHDL

Plot Thresholds 5
|
uGT VHDL fwk

>

L1 NTuples
(w/ Test Crate bits) >

RAW Data File

f Collisions
uGT Test Crate

Online Monitoring

Model VHDL !

HDL Simulation

uGT bitfiles

Development Conversion

GJ Monday, October 2,2023 TWEPP 2023

Implementation / Validation
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CMS Level-1 Trigger: Anomaly detection

Test Crate Validation O ety SR

‘g I 1] N PLT [ L
8 . k ” L _ILL AHUCoums
* For certain runs, Test Crate decisions are E L e
recorded in 2023 data files : H r
* Use these bits to validate emulation and show rate | | ’
agreement ur | |
* Minimal (~1%) mismatches between trigger | ‘
hardware and emulation ' J [
* Mismatches clustered near decision boundaries, wh | i
most likely due to rounding issue 0 10 2 B o Eoore
L1 Menu Algorithm Test Crate Standal Emulat | Mi A
Name Count Count
L1_ADT_20000 1 1 0
L1_ADT_4000 742 741 19
L1_ADT_400 21236 21229 253
L1_ADT_80 25468 25481 93

G Monday, October 2, 2023 TWEPP 2023 @ 16
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GNNs in an FPGA @ sPHENIX

sPHENIX experiment

» Located at RHIC accelerator at BNL (USA)

» ~56 MHz accelerator clock with ~9.3 MHz BC
* Running period 2023-2025

* ~4m long, ~5m high, 1000 tons

» Tracking detectors (MVTX, INTT, TPC, TPQOT)
and calorimeters (EMCAL, HCAL)

« 1.4 T Magnetic Field, 5] <1.1

» Tracking detectors capable of streaming

Time Projection readout, but unable to save all TPC data.
Chamber (TPC)

Intermediate » 15 kHz designed Trigger Rate
Tracker (INTT)
Microvertex

-
TPC Outer il -

Tracker (TPOT)

Hadronic
Calorimeter
(HCAL)

Electromagnetic
Calorimeter
(EMCAL)

NSAL
EBIS

BOOSTER

1% Los Alamos

NATIONAL LABORATORY




GNNs in an FPGA @ sPHENIX

Motivation — Heavy Flavour

* Integrate the Al-based heavy flavour trigger system demonstrator into the sPHENIX
experiment for p+p run in 2024 to R&D its feasibility, requirements, and constrains

- Heavy-flavour (HF) events are very rare ~1% of Minimum Bias (MB) events at RHIC
energy

RHIC collision rate is around 2-3 MHz, sPHENIX readout 15 kHz (DAQ - 300 Gb/s)
» Trackers are Streaming Readout (SRO) capable, but can’t save all TPC data
10% trigger-enhanced SRO increases HF MB rate ~ 300 kHz

ML HW tagging aims to sample remaining 90% of the luminosity using the tracklet
reconstruction from the silicon trackers

* The aim is to deploy future system on Electron-lon Collider (EIC)

- Al-based electron tagging with streaming readout to identify the (non)interesting Deep-
Inelastic-Scattering (DIS) processes in the e+p/A collisions.

= based on the measured scattering electron energy and direction

aaaaaaaaaaaaaaaaaa
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GNNs in an FPGA @ sPHENIX

The ML algorithm — TrackGNN e

@

Based on Graph Neural Network (GNN)
- Detector and physics knowledge improves prediction
- Based on PyTorch and PyTorch Geometric

Initial training on simulated data from MVTX and INTT
- On GPU - NVIDIA Titan RTX, A500, and A6000

Topological selection of HF signals on FPGA
- Tracking and clustering must be done on FPGA

Beam-spot and anomaly detection on GPU based feed-back system

DCA_XY

We propose a novel method to treat the events as track graphs instead of hit
graphs. This method is driven by the physics (transverse momentum)
- Estimate momentum based on silicon hits -> 15% improvement on trigger decision

AAAAAAAAAAAAAAAAA
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GNN in an FPGA @ sPHENIX

Generation of the GNN IP core — two parallel efforts

1. Team lead by the Georgia Institute of Technology (GIT)
- Direct translation of the sSPHENIX TrackGNN model to IP using HLS

- Model
= 5 layers, each layer: 64 dim 4 layers for node and 64 dim 4 layers for edge embedding
- Goal: 100-200 nodes, 200-500 edges | [Freses—g
- Implementation Utilization (Alveo U280) G it
= 100 nodes, 140 edges LuT 308K (23.7%) 7 §
» Measured Start-to-end latency FF 378K (145%) 2
= .150 us @ 130 MHz, 130 us @ 180 MHz BRAM 1025 (50.8%) § £ 10
= Still needs 10-20x speedup! \
DSP 1426 (15.8%) =
Target: 5us

0 100 200 300 400

Fast-paced development 380 us (25t August) -> 150 us (4 September) @ 130 MHz -2tency
= Attempts to increase clock to 300 MHz failed on timing constrains

= Detailed latency breakdown and parallelism exploration ongoing
= Might require model changes Close discussion between model developers and FPGA engineers
o@ Los Alamos WEPP 2023, G s, Sardinia 2.9.202

AAAAAAAAAAAAAAAAAA
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GNN in an FPGA @ sPHENIX

arXiv:2112.02048

Generation of the GNN IP core — two parallel efforts ... .10 0557

2. Team lead by the Massachusetts Institute of Technology (MIT) and Fermilab (FNAL)
- Based on High Level Synthesis for Machine Learning (hls4ml), a generalized python
framework for machine learning inference in FPGAs
* Third main upgrade underway, focusing on 3 examples
- Example 1: Tri-muon reconstruction with the LHC (muon endcaps)
- Example 2: Heavy flavor tracking at sSPHENIX
- Example 3: Silicon strip tracking at LHC —
@i\ o=
P, Geometric [ T,
A " hls 4 ml

s Vivado backend
e PyG-to-HLS
model )" rmoge (s
(model . pt file) converter >l _ project
\

Initial translation just started, expected first Fctmﬁ‘_.,g?.m o.;.; ui;,"gm::;,.
version of the TrackGNN model on FPGA end of = =R -
October 2023 i‘ XILINX

AAAAAAAAAAAAAAAAAA
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HL-LHC upgrades




Serenity

A common solution

e Single backend board design used in tracker,
HGCal, level-1 trigger, MTD, BRIL. > 700pcs

e VUI13P FPGA with 124x bidirectional optical
links (25Gb/s for backend)

Beyond the hardware. ...

e Boards provided with common infrastructure
FW & SW — everything apart from the

system-specific algorithm firmware
o Focus of effort at RAL

Collaboration of 8 institutes (UK, Germany, France,
Italy, India, China) formalised: Serenity consortium

Datapath Datapath
Nx N'x .
| Channel 2 Payload : ’ Channel |
LA A |
l [ 38 T
T

Readout

Control

master

I
Readout data

A
Clock & TTC

v

PAYLOAD

EMP datapath channel

I o | MR

OFF CHIP
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SERENITY

Lessons learned

while developing the

Serenity-S1 ATCA card

Torben Mehner on behalf of the Serenity consortium

and the CMS Tracker group

5th October 2023




Serenity

Board Overview

Payload Service Area

KRIA

FF

Storage

CLK| |PHY

5x CLK FPGA Eth Switch

IPMC
FF

Power In

ZyngMP board management: htips://iopscience.iop.org/article/10.1088/1748-0221/17/03/C03009

OpenlPMC: https://ieeexplore.ieee org/document/9465210

SERENITY

e Board Infrastructure
o Xilinx KRIA SoM
o Clock, power, PHY
o 8D, SSD
e ATCA Infrastructure
o Backplane connectors
o IPMC (OpenlPMC DIMM module)
o Power input
o Ethernet switch
e Payload
o FireFly optical transceivers
o VU13P FPGA

o Clocks

32



Serenity

Component Shortage Mitigation — PLL sgw

. i 5 Phase noise measured vs. max phase noise
e Zero-delay jitter cleaner phase-locked loop rsquinsmente B

e Skyworks Si5395A not available

e Evaluated ZL30274 (dual PLL) - P. Hazell, S. Baron -60

e Accumulated jitter <1ps (1 kHz - 10 MHz)

~— LDO: jitter = 997.758 fs
~ No LDOs: jitter = 838.522 fs

o Virtex Ultrascale+ requirements met with LDO
power supply

Upper bound
QPLL, 156.25MHz

=100 4

Phase Noise (dBc/Hz)

-120

-140 1

—160 - - - - : : -
10° 10! 107 10° 10* 10° 10° 107
Frequency Offset (Hz)
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Serenity
Component Shortage Mitigation — ATCA connectors

e TE has stopped producing Zone 1 connectors
e EPT will stop production in May 2024
e Zone 1 connectors are still produced by
o Positronic VPB series
o Conec ATC22* series
e Adapt footprint to be multi-vendor compliant
o Mechanical alignment pins
e CERN has bought all connectors for Serenity

production (Zone 1 and Zone 2) + 15%

ERENITY

34



Samtec FireFlys




Samtec FireFlys

Used extensively in HEP backend electronics

e Custom module for frontend links (i.e. [pGBT)
e 28Gbps parts used for sending data between

backend boards
o 4-channel bidirectional modules
m Worked fine for several years
o 12-channel unidirectional modules
v/ Same footprint as frontend parts
> Issues encountered with beta TX parts (Jul 22)
e Some channels died during qualification
e Traced to VCSEL (another company)
m Samtec rep. gave comprehensive summary
of source of problems at TWEPP
e VCSEL fixed; Samtec improved their QA.
m Testing new parts on Serenitys right now!

36



Weiming Qian

Science and

ATLAS Global Common Module (GCM) i

[ " Science and
3 ElE L $atLAS E{. e
GCM Technology Choices

» Platform o =
- ATCA front board = _eose
+ 1 MUX node + 1 GEP node per e, T [
board i e
> FPGA o
— Versal Premium adaptive SoC PUT :
VP1802 for MUX node 3 e | { F
- Versal Premium adaptive SoC - . ‘ s ’;
VP1802 for GEP/gCTPi node sissosa ||| simsa | = B
- VSVA5601 package

+ 75x75, 0.92mm pitch
+ Minimizing crosstalk
» Optics
- 20 Firefly 28G parallel optical
engines
+ 12 ch/optical engine

|
|
LTM4681 LTM4681

LTM4681 LTydes1 [ 1

> PCB
- 26 layers
- Via-in-pad "
s Backdri'l LTM4681 LTM4681 LTM4681 E
GOM V3 JL

Oct 2023 TWEPP2023, Sardinia Italy 5 37




Weiming Qian

Science and
Technology

ATLAS Global Common Module (GCM)
(©) Breckhaver PaTLAS

#" National Laboratory

Power Design Challenges

» Each adaptive SoC VP1802
— Minimum of 9 power rails

» GCM with two adaptive SoC VP1802
- ~20 power rails in total

Minimum Rails (No Power Management) — Low Voltage

Power-Up

Minimum Radls - Low Voltage
Power-Oomn

Versal

(vmn (HOIO/XPIO/Mamory XPIO)
<./ Ve, vec_psee, vec_pup, vee o, vee_cowsh
VCC_RAM, VECINT_GT, VEC_SOC. VCC_10, VECIO_ oM

VCCAUK, VCCAUX_PMC/VCCAUX_SMON
GTAVCC, MGTYAVCC"

GTAVCCAUX, MGTYAVCCAUX®

GTAVTY, MaTvAVTT™

oo |

ee_wemr, veco hew

Oct 2023 TWEPP2023, Sardinia Italy




Weiming Qian

Science and

ATLAS Global Common Module (GCM) i

~ . ¢ Science and
[8)Eanknaven PatLAS EE. Techndon
GCM Thermal Simulation

» Heatsink design and simulation are outsourced
- Firefly optical engine, vertical block

40 4 mm Duct Width

Croperin 21.0mm|
Duct 199 mm

Height

> 400 mm

= 6 FFsin vertical row, It is OK to meet 50 €
target with 40mm x 90mm x 13mm heatsink.

400LFM

Cote Hompor= 489€ Skt Pt Rt = 121 O

Provided by Alpha Novatech

Oct 2023 TWEPP2023, Sardinia Italy 20 39




CMS Level-1 Trigger

e Decides which events should be read out
e Further selection downstream by HLT

Challenges for phase-2

e Luminosity: 1.5 7.5x 10** cm™s!
e Pileup:~60->200

e Design goal: Retain the same thresholds
o Extend acceptance for some final states (e.g. LLP)

Offline Rate Additional Objects

L1 Trigger seeds Threshold(s) (PU) = 200 Requirement(s) plateau
at 90% or 95% (50%) efficiency

[GeV] [kHz] [cm, GeV] [%]
Single/Double/Triple Lepton (electron, muon) seeds
Single TkMuon 22 12 [n] <24 95
Double TkMuon 15,7 1 7] <24,Az<1 95
Triple TkMuon 533 16 7] <24,Az<1 95
Single TkElectron 36 24 7| <24 93
Single TkIsoElectron 28 28 7| <24 93
TklIsoElectron-StaEG 22,12 36 7| <24 93,99
Double TkElectron 25,12 4 7| <24 93
Single StaEG 51 25 7| <24 99
Double StaEG 37,24 5 7l <24 99
Photon seeds
Single TkIsoPhoton 36 43 n| <24 97
Double TkIsoPhoton 22,12 50 7| <24 97
Taus seeds
Single CaloTau 150(119) 21 7] <21 99
Double CaloTau 90,90(69,69) 25 |n] <2.1,AR > 05 99
Double PuppiTau 52,52(36,36) 7 |n| <2.1,AR > 0.5 90
Hadronic seeds (jets,Hr)
Single PuppiJet 180 70 || <24 100
Double PuppiJet 112,112 71 7] <24,Ay <16 100
PuppiHr 450(377) 11 ets: || <24, pr > 30 100
QuadPuppi]ets-PuppiHr 70,55,40,40,400(328) 9 ets: || < 2.4, pr >30 | 100,100
ET™S seeds
PuppiEf™® [ 200(128) [ 18 100
Cross Lepton seeds
TkMuon-TkIsoElectron 7,20 1 | <24,Az<1 95,93
TkMuon-TkElectron 7,23 3 | <24,Az<1 95,93
TkElectron-TkMuon 10,20 1 | <24,Az<1 93,95
TkMuon-DoubleTkElectron 6,17,17 0.1 n| <24,Az<1 95,93
DoubleTkMuon-TkElectron 55,9 4 | <24,Az<1 95,93
PuppiTau-TkMuon 36(27),18 2 7| <21,Az<1 90, 95
TkIsoElectron-PuppiTau 22,39(29) 13 7] <21,Az<1 93,90

AR > 0.3

40



CMS Level-1 Trigger (2)

Phase-2: Meeting the challenge

e Specification: A bit more breathing room ...
o Latency: 3.8 > 12.5 microseconds
o Max. accept rate: 100 » 750 kHz

e Inputs

o Finer granularity
o Particle trajectories from tracker (NEW!)

v ldentify primary vertex
v Particle-flow-style reconstruction

e Re-build system using latest technology

o UltraScale+ FPGAs
v' More flip flops, LUTs, RAM, I/O ...

o Optical links: 10 > 25Gbps

104 #
?
AR Pass Fail 4
08 |
f
[TTTITTTI T TTTIT] 5 J
Upper sensor § 087 y
1-2mm = b ¢
2 04+ T a‘; ¢ ~&- 1mm Layer Separation
8 | ¢
LTI T I TTITTT T4 ~200um & I § = amtarseprton
—| | [ P’ 3mm Layer Separation
~100 ym { Lower sensor 02+ | 5 4mm Layer Separation
S gf ~©- 5mm Layer Separation
¢
> ¢ 0.0 ‘
5 10 15 20

XILINX,

VIRTEX,

UltraScajeq

41



CMS Level-1 Trigger: Phase-2 architecture

Calorimeter trigger

Detector Backend systems

Global Calorimeter
Trigger

External Triggers

Muon trigger

Global Muon Trigger

Track trigger

Global Track
Trigger

|

P

tocal 1 Independent subsystems
> for calorimeter, muon &
aobar | trackerinputs

Correlator

|

------

Correlator Trigger

Global Trigger

Phase-2 trigger project

PF

GT



CMS Level-1 Trigger: Integration tests

The subject of my poster

SN UGN

Final system: O(200) boards of 4 designs,
implementing 20 algos, connected by several
thousand links

Factorise testing via well-defined I/O interfaces
o Fully validate algorithms first in single-board tests

Extensive tests of link protocol (error injection)
Verified most algorithms in single-board tests
Several multi-board slice tests performed
Latency currently 8.6 s, less than 9.5 ps target

Online SW: Already very mature
o Reliably controlling several boards — incl. for
several of the slice tests

Science and
Technology
Facilities Council
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FPGA Design with High Level
Synthesis
Methodology, gains, and pitfalls

Michalis Bachtis

University of California, Los Angeles
On behalf of the CMS Collaboration

TWEPP 2023
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Lookup tables

<72> lookup|

e An adder thatreads a LUT
and and adds a constant
e ALUT of 512x72 bits

instantiated

o In Ultrascale architecture = 1
BRAM

e At 100 MHz

o Latency of 1 cycle [to read the
ROM]

e At 500 MHz

o Latency of 2 cycles [automatic
register in the output of ROM]

e When increasing the width of
more than 72 or if we add

more than 52 entries
o Automatically instantiates

more BRAMs
/




Playing with the pipeline, reusing logic
e In Time Multiplexed designs: implement one algorithm core and feed

several chunks of data. As an example let's assume:
o 6 sets of three 16 bit numbers (a,b,c) are arriving in the system
o For each set we need to calculate a+b*c [with a DSP]

e We have a fully pipelined option and an option to reuse logic

1 <—I <—|
a— ! a—t— e
>R — : > FF ——DSPN—T>| FF —>
- 5 >
== | = A A
F——) ] a—
> DSP |—> | > FF FF [—
= . — A A
; S [ [ ———
— RSP —> : —> R 57 | p——
1 A A
G— " a—1 >
>BDSEN— | . EEa—"
> | >
> [ St . :
> DSP | ——— I > FF FE—
— I —_—
= | = A A
F—> I | a—F—
> DSP |—> I > FF FF [—
il I s

[
[
BN



Pitfall. What did the compiler really build?

e We did not specify anything in the code to force a shift register...
We could have “helped” the compiler by mimicking the array manipulations in C

e In fact the design was implemented with muxes

(@)

—

>

—_—

lerlg |

FF

FF

FF

FF

Fr

e Does it matter?

O

Sometimes it does because in large designs the routing congestion could get t

FF

>

implementation to fail..

DSP

>

FF

FF

FF

FF

FF

Fr

he
/
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HLS algorithm + HDL data management+glue

Link In

Link In

). Link Out

/AIQ;rithm

(HLS)

SLR
Crossing (HDL)

Algorithm
(HLS)

Algorithm
(HLS)

Deserialization Deserialization Serialization
(HDL) (HDL) (HDL)

N

SLR
Crossing (HDL)

SLR

"] crossing (HDL)

FIFOs
(HDL)

FPGA

e Optimal results obtained by both HLS cores and HDL
e Algorithms — HLS
e Data management, SLR crossing etc — HDL
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CMS 40MHz scouting

The CMS Level-1 trigger upgrades for CMS Phase-2

Increased budget latency and rate:
1Y : m 3.8us - 125us

WO nedes

Vst m 750 kHz of L1 output

Advanced object reconstruction on FPGA:

m Global Calorimeter Trigger (GCT) and
Global Muon Trigger (GMT) (higher granularity)

§ § m Global Track Trigger (G77) (tracker tracks, vertex finding)
— m Correlator Trigger (CL2) (Particle Flow)

- : m Global Trigger (GT) (with more complex algos)

0 J = Resolution similar to offline level

Level-1 trigger Data Scouting (L1DS) at 40 MHz LHC bunch crossing rate

[l Collect and store the reconstructed particle primitives of the L1 processing chain at the full bunch crossing rate ]
m Enable study of exotic signatures that cannot be fit into the trigger budget
m Global Trigger decisions = sDS

m Correlator, Global Track, Global Calorimeter and Global Muon Trigger = sGS

m Can later be extended to include other systems in later stages = sLS

.-3 33 Ff‘&, : Rocco Ardino Topical Workshop on Electronics for Particle Physics 2023 October 2, 2023 112
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CMS 40MHz scouting

The physics potential of a Level-1 trigger Data Scouting system

fy \ Phase-2 L1DS main physics plans

s o : m Use when possible to study with L1 resolution

: m High combinatorics: W — 3x,Dsy, H — py, ¢y, ...

m High rate: multiple soft (b-)jets, displaced (soft) leptons, ...
| = Heavy Stable Charged Particles (HSCPs) over multiple BXs )

g% Monitoring at the bunch crossing rate
m L1 trigger pre-/post-firing without special configurations
55 m Per-bunch luminosity measurements ‘
e ——————

/

Level-1 trigger Data Scouting (L1DS) at 40 MHz LHC bunch crossing rate

\

m Collect and store the reconstructed particle primitives of the L1 processing chain at the full bunch crossing rate
m Enable study of exotic signatures that cannot be fit into the trigger budget
m Global Trigger decisions = sDS

m Correlator, Global Track, Global Calorimeter and Global Muon Trigger = sGS
m Can later be extended to include other systems in later stages = sLS

& O

Rocco Ardino Topical Workshop on Electronics for Particle Physics 2023 October 2, 2023 2/12
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CMS 40MHz scouting

The Level-1 Data Scouting system for Phase-2: architecture

ATCA COTS

|
Data to Surface (D2S)

Spare trigger links % Data Backbone
A » COTS network switch(es)
» Proprietary protocol

« Unidirectional 25 Gb/s P Bacvdiinaggrag tion

» High-Performance network
access to raw data for
distributed processing

|

CMS
Level-1
trigger

o

Acquisition boards Ingestion Units (IU) *~—e
*—e

« Input synchronisation and alignment » COTS servers

« Trigger link decoding and aggregation * Additional Zero Suppression

and pre-processing
» Zero Suppression
* Medium-term raw data

buffering

Rocco Ardino Topical Workshop on Electronics for Particle Physics 2023 October 2, 2023
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CMS 40MHz scouting

Run-3 demonstrator of the L1DS

For LHC Run-3, L1DS demonstrator to readout multiple sources of the CMS L1 trigger:
m Very heterogenous system

m 3 boards (KCU1500, SB-852, VCU128), different output technologies (DMA, TCP/IP)

_DO 10Gie iagerlink protosol I o ‘ e Global Muon Trigger (uGMT) = GMT muons
— O 10Gtvs Ethomet — [Crtmterat} 5
Run-3 DS O ook e A < | 5S¢ o = 8 X 10 Gb/s links from 1 trg processor — 1st KCU1500
0 1000 vt , gl - 5] and SB-852
f‘"e...,,.’.,] » DMA output through PCle gen3 to host server
| Tigger
s ] 2 Calorimeter Trigger (DeMux) = jets, e/y, 7, MET
oo } m 7 % 10 Gb/s links from 1 trg processor — 2nd KCU1500
u DMA output through PCle gen3 to host server
Barrel Muon Track Finder (BMTF) = barrel stubs
x7 ®m 24 x 10 Gb/s links from 12 trg processors — 1st VCU128
= TCP/IP output to surface (3 x 100 Gb/s links)
Global Trigger output (uGT) = decision bits
m 18 X 10 Gb/s links from 6 trg processors — 2nd VCU128
u TCP/IP output to surface (1 x 100 Gb/s link)
f}‘-'.:" Rocco Ardino Topical Workshop on Electronics for Particle Physics 2023 October 2, 2023 6/12




CMS 40MHz scouting
Xilinx VCU128 boards setup in Run-3 L1DS demonstrator

Setup for VCU128 scouting boards:

m One Stop Systems PCle bus to
accomodate multiple PCle boards

m 2 x 5 PCle (3.0 x 16) Slot Expansion

m Control server connected to PCle bridge
for control and monitor of boards

Production system in P5 service cavern:

m 1st VCU128: connected to 12 x BMTF
processors

m 2nd VCU128: connected to 6 x GT
processors

m Both boards on same PCle tree

m Output links from CMS service cavern
— surface (~100m)

(a) Test setup in CMS DAQ laboratory (b) Point 5 service cavern production system

Rocco Ardino Topical Workshop on Electronics for Particle Physics 2023 October 2, 2023 712
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CMS 40MHz scouting

GMT 40MHz Scouting 2022 (13.6 TeV)
SIS I S U IR S R e
CMS Preliminary ]
LHC Fill 8484 _
1 hour of data taking 3

o |

108

o
S

GMT BMTF muons per BX
=) =

0 500 1000 1500 2000 2500 3000 3500
Bunch crossing in orbit

GMT muon occupancy per bunch crossing for barrel
muons, matching filling scheme.

GMT 40MHz Scouting 2022 (13.6 TeV)
S IR B COMS T PO ) ALY SO S

7] LA B ER A e
§ CMS Preliminary 4 0<|nl<0.8 -
LHC Fill 8484 pr>4,dsl =0 _-
e 800__ 1 hour of data taking '
t :
6001 -
L4 M% ]
4 g :
400[- 4, By i 8
i o % |
E *¢ # % H
200F Pt ’* i
i M Yo ]
! * 00..’ i
- g, X
O g s pa o poegmss e i o g 7 5 e rae.
40 60 80 100 120 140 160 180

My [GeV]

Di-muon invariant mass distribution, after
recalibration of LIT muon pT estimate
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Longer-term R&D




DALLE-2: “Electronics for a future particle collider”

R

Science and
Technology
Facilities Council
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» There are new games in town since 2020 (actually not so new)
» Muon collider (Higgs factory to multi-TeV)
» Electron-proton collider in the LHC tunnel
» Hybrid (plasma/ RF) asymmetric electron-proton collider

lechnology
7 . Facilities Council 57




tor requirements

» Improved granularity
» More channels, more data, more multiplexing

» Reconstruction / data reduction requires distributed data

» Improved precision
» More data (but improved data reduction possible?)

» 4D and 5D techniques (space + time + energy deposition)
» More data, need for high-accuracy timing distribution

» Low power -> reduced cooling -> less material
» Requirement for advanced technology nodes, better integration

» Advanced data handling
» Sophisticated data reduction at front end to cope with backgrounds

» Design and simulation of full systems
» Co-optimisation of sensors, electronics, and algorithms

Science and
Technology
Facilities Council
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DRDT <2030 2030-2035 2040 2040-2045 >2045
Dk High data rate ASICs and systems 1 @ @ @ .* @ ®
density New link technologies (fibre, wireless, wireline) 1 @ ®@ © o [ W N N )
Power and readout efficiency 1 o0 @ o0 e 00 (X N X 3
Intelligence  Front-end programmabilty, modularity and configurabiity 7.2 @ ® ©
on the Intelligent power management 72 . . .* ® @ . o0 . .
detector Advanced data reduction techniques (ML/Al) 72 . [ ) @
- High-performance sampling (TDCs, ADCs) 73 ® @ . . [ N ) ‘ o0 . .
pu High precision timing distribution 3 @@ 0 o o0 00000 O
. Novel on-chip architectures 3 @ @ ‘ ‘ [ N ) . ®e ‘ @
— Radiationjl hardness 4 @ @ © X X o0 000 [©]
A ts Crvogenic temperatures 74 ® @ @
and longevity Reliability, fault tolerance, detector control 4 © ® © [ B ] &
Cooling 74 00 o000 000@000®
Novel microelectronic technologies, devices, materidls 75 ® ® @ © ® ® o000 00 O
Emerging Silicon photonics 75 [ ] (N N NN ) @
technologies  3D-integration and high-density interconnects 75 D ® .*' (NN K NN ) @
Keeping pace with, adapting and interfacing to COTS 5 o0 @ 0000000000000
(- ‘="§:' - $ }Ei ‘ Must happen or main physics goals cannot be met
T i
BT TRY T T 5
iy i ot @ Important to meet several physics goals
. ‘ o s : .‘:.
pee il : 31 Desirable to enhance physics reach
s e s ssceses
TFé6: Calo i “§ -
S : () R&D needs being met

TF3: Solid state

Science and
Technology 59
Facilities Council
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ASIC design verification for HEP

ASICs for HEP research @)

EDA tools)
Design teams
* Specialized functions
* Large collaborative efforts (E.g., RD53)

Past (LHC era) Present (HL-LHC era) Future
* Predominantly analog chips * Mixed signal designs with complex digital circuits | = Complex digital circuits to handle data
* Relatively simpler digital circuits * Digital-on-top design methodology reduction
* Mainly hand-crafted designs * Radiation, power and area were the main drivers | * On chip data processing (Al/ML/RISC-V)
* E.g., APV25, PACE, K-chip, FE-I, PSI46 |+ E.g., IpGBT, RD53, MPA, SSA, ABCstar, CIC etc. * E.g., PicoPix
250nm 130nm 65nm 28nm
2000 2010 2020 2030
5 '3
Key Observations Y AR $ LI @f igf
* Digital complexity is increasing in ASICs for HEP experiments N jf 2 fi’b}{ P Og’:f;?fgg %ﬁ}f
* Technology scaling B sy gl
* 250nm ->130nm -> 65nm -> 28nm -> ?? p— e ——— o | .’
* Thereis a general industry trend that as technology nodes becomes - B A LA : -
' smaller, there is.an increasing shift toward digital ASICs :m.mww@,?w — : PP o6 ! °o !
* Design methodologies Nereaomares b 0 3008 % ° 000000
*  Full custom designs -> Analog-on-top -> Digital-on-top -> ?? e T s s oe
* Itis efficient to implement complex features in digital domain (thanks to i sesococo 2
s
e
®
®
°

Cryogenic temperatures

ity  PSiaBiTy, fault tokennca, deTAcTor contral

Covlrg

Novel micoskectionic eehiogies, dovices, matwalks 75

Sikcon phatonics 75
[30-ntegration and Figh-Garily Teeconnacts &3
Keaping pace with, sdkpsing nd meriscing to COTS.

°
0000000000020000 0




ASIC design verification for HEP

Verification — a bottleneck @)

* ASIC verification is more complex and
time consuming than design

* Verification is resource intensive &

* New skill in HEP community o
>0%-20% >20%-30% > 30%-40% > 40%.50% > 50%-60% > 60%.70% >T0%-80% >80%
Poarcenta g6 of ICTASIC project time spent in verification
—2014 —-—2018
St ;
ASIC: Mean Peak Number of Engineers on a Project ASIC: Mean % Time Design Engineer is Doing Design vs Verification

g o 53%
£ sig Dusig
g
8 Darg Ve
47%
012 201 2010
Maan Paak Number of Enginears on ASIC Projects
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ASIC design verification for HEP

Unleashing verification quality and efficiency @)

» Verification activities in HEP ASIC community r Maturity model )

* Several ASIC projects already have dedicated 2 .
verification experts to handle verification A set of structured levels that describe how

. . A well the behaviors, practices and processes of
*  Future ASICs will require more verification G : ;
reSOUrces an organization can reliably and sustainably

*  We need to lay a strong foundation to ensure produce required outcomes

that verification activities are efficient and

effective
* Canbe use used as
* aframework to discuss quality and efficiency
* This talk focusses on processes and practices +  benchmark for comparison
which improves quality of verification and «  anaid for introspection
makes it efficient L R —— )
* Improves overall quality of ASIC design project
Initial Managed
Repeatable Optimizi
.‘s’mm *Processes are o eProcesses are 'PIW"II'!
levelopment PR *Processes are monitored continuously
processes are o e siat standardized and improved
disorganized controlled

Capability Maturity Model (CMM)




ASIC design verification for HEP

HEP Verification Maturity Model

)

etrics 10 renor progets.
Reviews
subemissicn guidein|
| Requirements Manag t |
| Design Documentation |
Verification Documentation ~ **
|  Source code management |
Reproducibility of results e
Compute resources and Tools -
| Verification Methodology | v
I Stimulus l ::‘:—.dﬂp—-nmm coerar cases men
Correctness s e s
[ Verification Metrics | ot Rt coveage s ot st
erwpraer farticss ke of qusdty checks)
Debug sy
GL Simulations e o i
Muasarchies
[ SEE Simulations = , S B

suppart SEE simalitons
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ASIC design verification for HEP
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ASIC design verification for HEP

Verification Maturity

Project 7

Project 6 N
Project 5 |
project 4
project 3 |

Project 2 - |
Project 1 - | S

Project 0 |

0 0.2 0.4 0.6 0.8 1 1.2 1.4
Average maturity score




28nm IP development programme

RAL TD contribution to CERN common IP library

Amplifier IP

A range of amplifiers have been developed to validate the
analogue technology limits of 28nm CMOS.

O Rail-to-Rail class AB Precision Amplifier
<800uW power consumption
70x42um?
Input range of 100-700mV
Input offset <3mV
High drive strength for high loads on-chip/off-chip
MOS input class AB High speed Amplifier
<700uW power consumption
63x53um?
Input range of 100-410mV
Bandwidth 100MHz at 1pF load
Input offset <SmV
High speed for driving fast signals or references.
MOS input class AB High speed Amplifier
<700puW power consumption
60x40um?
Input range of 390-700mV
Bandwidth 100MHz at 1pF load
Input offset <SmV
High speed for driving fast signals or references.

VVVVYVY

O
o)

O
VVVVVVZVVYVVYVY

Operating Range

Specified Range

100mv

NMOS AMP
Output

410mv

390mV

Specified Range

700mv

Rail-to-Rail
Output

Usable Range

PMOS AMP
Output

700mvV

Science and
Technology
Facilities Council

+ bandgaps, reference drivers, DACs, 1Gbps serializer, ...
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Front-end RDMA over converged Ethernet

Introduction on RDMA and RoCE

(@] )
Application % Application %
¥
w
. . . Socket % Socket
In a DAQ system a large fraction of CPU resources is engaged in i
networking rather than in data processing; common network stacks ki
that take care of network traffic usually manipulate data through Transport | & Transport
: protocol driver | 3 protocol driver
several copies. =,
NIC RNIC/FPGA —]
TCP/UDP RDMA
stream stream

Remote Direct Memory Access (RDMA), as the name suggests, allows read and write operations directly in the
target machine(s). This implies no OS involvement allowing high-throughput and low-latency applications.

This requires RDMA enabled NICs on both ends (RNIC) that perform the DMA, reducing the CPU load.

October 3 2023 Front-End Rdma Over Converged Ethernet
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Front-end RDMA over converged Ethernet

What is FERoCE?
S I
TR

Front-end Back-end Computing Farm Front-end

Back-end boards required to get the data, and send it Front-end boards send data already packaged within an

to the computing farms. This requires multiple custom ethernet frame allowing switching and routing.
cards and custom boards Choosing the proper protocol allows the use of COTS

switches

Commercial Switch

Computing Farm

Commercial Switch

ETH RDMA network stack library has been chosen for the first prototype. Some of its characteristics:

® Entirely written in HLS (Vivado 2019.1)

® |t targets Xilinx FPGA with PCle connection

® 10/100 Gb/s speeds

® |t supports UDP, TCP and RDMA .
PP Systems @ ETHzlirich

October 3 2023 Front-End Rdma Over Converged Ethernet




Front-end RDMA over converged Ethernet

Real-time Firmware Simulation

Start form ETH network stack entirely developed in HLS. Functionalities and features must be understood:
real-time firmware simulation with real network traffic.

® Works on Linux machines: Tun/Tap devices

It makes use of DPI-C interface of SystemVerilog: C code in our testbench!

Tap device exchanges raw ethernet frames between simulation and Linux network stack
® We can capture such frames and study them

SynUPSyS Soft-RoCE used to

o o P < Lo Appication .. | capture and store in
Simulation  with \ I ‘lE)J memory data sent.
Synopsys VCS. s, i el ! ! flini g IS Enable fast verifi-
XGMII interface di- L Natwork : : Network 1 cation of the stack
rectly form Xilinx - ‘ | Eemettames b ') without going
MAC 2, Data Link - DataLink through sythe-

' XGMIl interface sis/implementation
every time.

Once the stack has been verified, firmware can be eventually built (Resources? Performances? Is timing closure
reached?)

October 3 2023 Front-End Rdma Over Converged Ethernet




ront-end RDMA over converged Ethernet

Some results -Wireshark-

Used Wireshark to capture Ethernet frames coming out of the simulation.

27 273 549620803 22.1.212 724.0.0.251 $x0000 PTR i3, t
= = 2 ~ 4SERC FoMa | : S
129 0. 070741474 22.3,212.28 223,212,208 mnect 62 NC Ackaawledos 01002011
o0 « Flogs: a0 - 05 00 27 5¢ th 36 06 B 33 82 o A B
..5 $ObD COE0 003 - Fragmert Offset: € 615 01 bc G0 00 00 90 40 13 a4 33 o0 2 s
Time 1o Live: 04 c d4 Ba 40 53 12 57 01 a3 00 80 w "
Protocel: WOP 117) 503 06 1L 48 0f be 5d et T
Coocksun: 8xa483 [validation disssled] 2 2d G0 08 0L 40 05 50 0P €0 dU O3 03 96 0O 6
ader checksim status: Usverifie . g::g:::z:g:: :zzzgzg :
p 2.1.21
T HaNnounG Nennaune
. LAt G670 00 60 00 00 ff 30 0 0F €0 90 03 00 90 00 00 ]
= User Datagram Protocol, Src Port: 18515, Dst Fort: 4791 90 56 68 08 05 60 95 DS 06 0 60 90 08 $0.55 08
Seurce Pert: 1 09 00 GA 05 O 30 00 50 00 60 90 K3 BI 90 0O B9
Destinati Port: 4191 v 00 00 00 00 00 00 DO B 00 00 20 02 M %0 o
Length: 424 0O £0 50 00 00 ff BO 50 0O €0 20 B3 03 60 VD B2
* Chochsun: Ox0008 [rero-valse Lgnored] B0 £0 00 00 09 20 00 B0 00 €0 90 6O e %0 -
[Streme index ol D6 60 0O 03 03 30 0B B0 0F €0 96 63 03 80 05 B2
+ [Timestanps| €0 00 0D 03 90 05 B) 0D €0 20 63 B3 20 08 62
v paylead (418 Sytes) 00 02 06 80 09 £f cd B) 0D 60 90 00 03 46 0B 3
« Intinisard 00 ©9 66 69 09 60 00 B0 0D 00 90 03 63 60 06 06
* Base Trassport Woader 08 00 00 00 00 50 00 B0 00 00 90 B3 M M0 e
Opcode 1 Comnection (RC) - ROMA WRITE Only (10) 3:::::‘:‘;3:: :z::;: m :
-4 ful SvaatFalos 00 ¢0 8 09 00 90 DO B2 00 £0 20 03 DI 60 09 e
» 06 £ 0o 08 03 30 03 &% 06 &0 00 03 54 20 00 6%
- A 3 00 09 4 8
... 0000 = Naader Versisa: ¢ 86 10 06 B0 09 £1 &b B1 0D £0 00 63 0 80 0B 2 E]
Pactition key: 83333 06 9 60 06 09 20 00 B3 0D €0 30 63 09 0 06 0O
Peserved 00 00 60 06 09 90 05 50 0D €0 30 62 D) 90 00 DS
00 00 50 00 00 90 DO M 00 §0 80 B3 M M0 o
00 00 00 00 00 Ff 03 be B) A7

owledgn Requ
Reserved (7 bits)
sater: 30337885

y: o
4 Length: 184 (0310000169

Iavariant CRC: Sd3debla)

1384 tytes)

[Lasgth: 384
[Comeamity 10 12170 Rllhl xSk / abial andeeite | .

In this frame we can check:
® Queue Pair number

® RDMA OP Code

IP addresses

Memory addresses

October 3 2023 Front-End Rdma Over Converged Ethernet 12




RISC-V: Fault tolerance via triplication

Fachhochschule .
Dortmund Introduction

University of Applied Sciences and Arts

¢ Many custom ASICs have a similar structure:

AD / DA Internal Communication
Converter Logic Interface

Data Acquisition Data Processing Data Transfer

* Design and verification of a custom ASIC is complex and time-consuming
* Reuse of generic blocks possible (ADC, voltage regulators, etc.)

* Adaptation of internal logic difficult, custom to original application

* Internal data processing logic replaced by with RISC-V processing system

— Adaptation to new application / Bugfixes via firmware updates ’ & ®
P RISC-V

*  Hybrid detector with RISC-V-based microprocessor SoC

71
01.10.23 STRV-R1 (SEU-tolerant-RISC-V) — TWEPP 2023 | alexander.walsemann@fh-dortmund.de 2




RISC-V: Fault tolerance via triplication

Fachhochschule

Dortmund STRV-R1 — Architecture

University of Applied Sciences and Arts
¢ RV32-IMC Core
— 3 stage pipeline
— Multiplication extension
— 50 MHz @ 1.2V
— Fully triplicated core

*  SRAM shared between instruction & data

— Flexible memory layout

— IMEM & DMEM data bus can access whole SRAM address range
— RISC-V pipeline stalls during load & store instructions to SRAM
— load & store to peripherals simultaneously possible

¢ JTAG Interface

— JTAG TAP & debug module
— Non-volatile debug ROM with debug ISR

01.10.23 STRV-R1 (SEU-tolerant-RISC-V) — TWEPP 2023 | alexander.walsemann@fh-dortmund.de
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SEFI = Single Event Fault Interrupt

RISC-V: Fault tolerance via triplication

Fachhochschule

Dortmund STRV-R1 — Heavy-lon Irradiation SEFI

University of Applied Sciences and Arts

* Despite the SEE mitigation techniques SEFIs o
— SEFIs observed during heavy-ion Irradiation 10
— Average improvement over SEU cross-section

RISC-V Core SEU and SEFI Cross-section
T T T T

il |
* At low LETs (<16 MeV.cm¥mg): 2800x &
* At high LETs (>32 MeV.cm¥mg): 7700x il ;
e Benetfits of
* Estimated SEFI rate in HL-HLC environment g 104k tri P licati Oﬂ
— SEE particle flux 1 x 10° p/cm¥s g
5

— 2.2 Chip level SEFI per hour

— = S— — — (/‘/./("__.—/_—__.

-

o
n
T

. MeVem? 2 MeVem? 2 10 E

section  [“e] [em?] ) [em®]

SEU <1.0 427 x 1072 18.87 2.66 x 1079

SEFI <57 2.95 x 1076 10.32 6.15 x 10718 i | | | . . ,
Timing < 3.3 2.86 x 10—% 19.95 1.58 x 10—12 0 10 20 30 40 50 60 70

LET (MeV.cm?/mg)

O Tpoo =P Fvent ot Events 7 h [—%— STRV Core SEU ¥ Detected SEFI_—%— Timing Error |
section [em?] (5 [Hz] [+

SEU  266x 10°° 1x 107 2.66 8.14 x 10°

SEFI  6.15x 10713 1x10° 6.15x 1074 2.21

73
01.10.23 STRV-R1 (SEU-tolerant-RISC-V) — TWEPP 2023 | alexanderwalsemann@fh-dortmund.de 7




RISC-V: SEU detection

Motivation

Security Features

= |bex can implement a set of extra features
to support security-critical applications

= Main strategy: Ibex core can detect external
attacks due to corrupted states

= Alerts provided by dedicated signals

Research Question:

Can these built-in security features be used to
detect SEUs within the Ibex core?

https://ibex-core.readthedocs.io/en/latest/03_reference/security.html

v Alert outputs

v Dual core lockstep

v Bus integrity checking

v Register file write enable
glitch detection and ECC

v' Hardened PC

v' Shadow CSRs

Alert

Minor
Major
Bus

>
»

Ibex Core

\| Writeback

I(_acre
[ Prefetchl

't Buffer

[ aoeya)u| Alowayy uononnsu) I

@ lowRISC

r.i soepa)u| Alowapy ejeq I

TWEPP 2023 - Towards Single-Event Upset Detetion in Hardware Secure RISC-V

Processors

KU LEUVEN
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RISC-V: SEU detection

Application program

Research Methodology e
akefile(s ompile/Lin

- bin
Linker files \\

Testbench architecture

Dhrystone/Coremark

Python testbench
tb.py
RTL |_memory.py
(Ibex)
D_memory.py
SEU_inj.py

= CoCoTB testbench
= |bex RTL code
= Python models for SoC

= Data/Instruction memory
= Stdio

= Random SEU injection
(Pre-pass with Genus to extract flip-flop list)

= Application code compiled and loaded in I-memory
= Xcelium RTL simulator

TWEPP 2023 - Towards Single-Event Upset Detetion in Hardware Secure RISC-V
Processors

KU LEUVEN
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RISC-V: SEU detection

Fault Injection Simulation Results

Results by symptom

Target | Total flips | Alert major internal | Alert major bus | Alert minor | No error | Undetected flips
data_reg_o 299600 7230 2723 0 292370 0
data_we_o 299600 7314 2743 0 292286 0
data_be_o 299600 8024 2784 0 291576 0
data_addr_o 299600 12692 2784 0 286908 0

data_wdata_o 299600 13460 2784 0 278201 7939

data_wdata_intig_o | 299600 13457 2784 0 278204 7939
instr_reg-o 299600 7279 2753 0 292321 0
instr_addr_o 299600 7523 2855 0 292077 0

l

TB found CRC error but alert was low

TWEPP 2023 - Towards Single-Event Upset Detetion in Hardware Secure RISC-V

Processors | KU LEUVEN







CMS Level-1 Trigger: Anomaly detection

Model Performance

o 5 g ; ; CMS Prelimina 2023 (13.6 TeV
* AXOL1TL s trained with unbiased data collected by the CMS @ T T /4 - ( )
Experiment during 2023 with Vs=13.6 TeV E ! zg:z - :5
6 - =
10.5 million events used - 50% for training, 50% for setting thresholds 8 10 score = 250
score = 1250
" . ” 1051 HLS Emulation ' .
» Dotted lines represent the score thresholds implemented in the Olarass
Global Trigger Test Crate
104 =
« Significant performance improvement on various SM and BSM .
signals by adding AXOL1TL to the 2023 trigger menu 10
Signal samples are Monte-Carlo generated
Table shows performance improvement for a Higgs decaying to 2 (pseudo-) 102 = 3
scalars to bottom quarks
h->a(bb)a(bb) 107} E
AXO' 'TL Rate 1kHz | 5kHz ’ 10 kHz 10° 1 !
) | |
0 250 500 750 1000 1250 1500

Signal Efficiency Gain W ‘ 100% ‘ 133%

(J Monday, October 2, 2023 TWEPP 2023

AXOL1TL Score
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CMS Level-1 Trigger: Anomaly detection
Thank You!

From 2023 ZeroBias dataset, an anomalous event not triggered by standard L1 Menu.
This event features the maximal number of L1 jets (12), of which 11 have E; > 20 GeV.
It also features a 3 GeV L1 muon. Offline reconstruction identifies 7 jets (reconstructed
with the PUPPI algorithm) with p; > 15 GeV, and 1 muon.

The event is also characterized by a very unlikely large number of reconstructed
vertices (75), given the pile up profile of the data taken in Run 2 and Run 3.

(f Monday, October 2,2023 TWEPP 2023




GNN in an FPGA @ sPHENIX

The DAQ-AI Data Flow

®

Motivation to use FELIX board:

- To reuse the PCle implementation (16-lane Gen-3) and software tools provided by the
FELIX developers

- on-board FPGA is a Kintex Ultrascale XCKU115FLVF1924-2E
The decision signal of heavy flavor event
from the Al-Engine will be sent out via the

LEMO connectors to the sPHENIX GTM/GLA1
system to initiate the TPC readout in the

triggered mode Al engine
GPU based feed-back system for the l

beamspot monitoring

[ m z & Wosroe
INTT (Si Strips)
“:'7’:‘

TPC i

Los Alamos

NATIONAL LABORATORY
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ATLAS Global Common Module (GCM)

~ g 8 Science and
fe) Sroonnaven PatLAS E«E. rechndoy
Global Trigger Architecture

» Data for a single Bunch Crossing are time-
multiplexed onto a single node

» Three functional layers
— Multiplexing Processor (MUX)
+ ~56 nodes
— Global Event Processor (GEP)
* ~49 nodes
— Global Central Trigger Processor Interface (gCTPi)
* 1 node

TDAQ

» One hardware platform for all three functional layers
— Global Common Module (GCM)
+ Simplify firmware/software development
— Sharing the common infrastructure
+ Simplify the long-term maintenance
- Reducing the number of spare modules needed

Oct 2023 TWEPP2023, Sardinia Italy 4

Science and
Technology
Facilities Council

81



Track reconstruction in FPGAs @ LHCDb

LHCb Current Upgrade |

LHCDb in Run 5&6 ?%-
Target: ~300 fb™ )€
P”e-up: ~4O °z§1lu. 2015 2020 2025 2030 2035
To keep the same performance in more
difficult conditions, timing will be required in
some sub-detectors

e 200 Th/second data produced

(e More processing has to be performed )
earlier in the DAQ Chain to reduce data
offline

e Moving to a “heterogeneous-computing”

(| paradigm )

Andrea Contu - INFN Cagliari Real time data processing with FPGAs at LHCb

Integrated Luminosity [fb”]

LHCb-TDR-023

LHCb
UPGRADElI

Technical Design Report
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Track reconstruction in FPGAs @ LHCDb

Real time tracking with FPGAs

e Modern FPGAs can perform parallel data
processing with high throughputs, low
latencies and better energy efficiency than
CPUs and GPUs (for certain tasks)

e This talk: demonstrator system for real-time
tracking on FPGAs with the “artificial retina”
architecture to reconstruct tracks in the
Vertex Locator

1’ ey -

PCle 16x bard, 1 Intel Stratix 10 FPGA, 16 optical links

Andrea Contu - INFN Cagliari Real time data processing with FPGAs at LHCb

Subdetector
layers
DAQ
Board DAQ
Board
From|other|subdgtector Data
> +
»_  Tracks
Trackin to
Board Tracking Event
Board Builder
i few ps
P
atch Pan, &




Track reconstruction in FPGAs @ LHCDb

The “artificial retina” architecture [NIMA 453 (2000) 425-429]

1 /(——vr\‘ Each cell computes a weighted sum of hits
Track parameter =g i< >

o : 4 | s ’ near the reference track

space divided into " | . % = 5

cells (pattern tracks) L™ v ~al ]| _> @ Weight
...... lk—/ i / , hit

o 1,

>
Detector layers TS
Tracks U, V track parameters

e Reconstructed tracks correspond to local
maxima in the matrix of cells response

e Final track parameters from interpolating
responses of nearby cells.

e Cells work in parallel: high-throughput and low-latencies

FPGA size limitations overcome by spreading cells over several chips (without increasing
latency).




Track reconstruction in FPGAs @ LHCDb

The RETINA demonstrator at the testbed

FPGAD FPGA7
. . e | |[ae
Simulated data used for high rate tests ¥ }
Wm ----- swm
Now live data from the LHCb monitoring farm | ‘;‘ | ‘1‘
Demonstrates that a RETINA based tracking on FPGAs l *K Lo
possible in HEP experiments: < e =
e Current setup: Y —TT
RX RX
o Reconstructs tracks of a VELO quarter | 18 5 I
o Spread over multiple PCle-hosted FPGA cards. 8 cards are sufficient | i/l | R | il
o Scalable to cover the whole detector with additional FPGA cards. v |
[ |
1 Prescabdospt |
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Track reconstruction in FPGAs @ LHCDb

Distribution network

e Asthe RETINA algorithm is spread among several 3 4
boards, a distribution is needed to exchange hits

among boards:
o 8 nodes full-mesh network 2 o
o 28 full-duplex links at 25.8 Gbps ‘
o Total bandwidth 1.41 Tbps

Andrea Contu - INFN Cagliari Real time data processing with FPGAs at LHCb 2 86




SystemC framework for architectural modelling

ELECTRONIC SYSTEM DESIGN FLOW IN HEP

Limitation of the currently used design flow:
* Based only on a low-abstraction level description of the system (hardware level).
* Architecture exploration is time and resources-heavy

* in multi-chip modules/detector, single chip are optimized separately

. H.
“Standard” design flow: rdware developmen,

Hardware ]

Specification description

Physics req.

Reference

Verification environment
model

Implementation metrics
Architecture metrics (Power’ speed’ area) 3
(Latency, efficiency,..) 87




SystemC framework for architectural modelling

ELECTRONIC SYSTEM LEVEL APPROACH
Develop a high abstraction level description of the system, from front-end to back-end, for:

* architecture exploration _
Requires 3 self.

) Contained
" e
new feature development nvironment for Virt

* reference model development

" : ) ration Harg,
Proposed design flow: 5 chitecture exPl© "are developmen;

-

Virtual ;
Implementation

Physics req. protoyping description

Reference

Verification environment
model

4

Architecture metrics  Architecture metrics Implementation metrics
(Latency, efficiency,..)  (Latency, efficiency,..) (power, speed, area) 4
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SystemC framework for architectural modelling

PixESL: AN ELECTRONIC SYSTEM LEVEL PROTOTYPING FRAMEWORK

Open source:

3 7 : Network Layer TLM-based
*  The model is based on C++and (Zvsrinc iwosjind module P1cket oW

* Performance analysis are based on Python

User-friendly:
* User and developer roles are separated @ @ @
*  The framework supports architectural and network

configurability (structure, memory, arbitration, v et e et

interconnections) BcT u‘gh Bo‘t]'gh Bo%‘gh = c:vtfgh
e ) ‘ : n ;
Reusable: bosbosgodssandl 0 e

*  Generalized layers and standardized packet transport (TLM) @ @
* Alibrary of layer types, functional components, and packet et PO

* Common integrated metrics analyzer ‘
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SystemC framework for architectural modelling

Toggle Sidebar

PixESL: AN ELECTRONIC SYSTEM LEVEL PROTOTYPING FRAMEWORK

Input data
(physics data / event generator)

@ Metrics analyzer Python-based

C Front-end model ] FIFO occupancy Packet rate

( o @\:> i
“ * = Latency  Hitrate
=l
=

Tl
@emc mod? j — J




SystemC framework for architectural modelling

LHCB VELO UPGRADE |l ARCHITECTURE EXPLORATION

The upgrade aims at a 4D pixel detector. Piﬂl W
https://cds.cern.ch/record/2844669/
Main readout challenge: >_—f_<>__ —
extreme occupancy (x2 Velopix) .

R Req
Flow:
Model Velopix (VELO upgrade | ROC)
Simulate higher occupancy events ( o, T e
Find bottlenecks ,

Optimize architecture

Off-Chip Datalinks

10




SystemC framework for architectural modelling

ON-CHIP PACKET SORTING DESIGN SPACE EXPLORATION

The number of bin depends on the latency
of the readout efficiency and on the target
grouping efficiency

Number of bins

HD—NCl [1 ? ? ? ? ? e y Grouped packets vs # of bins

s]

y [#cycle:

atenc!

7

<

; 0 " " L " " N " L 2
’Aﬁ,\k)\e 10 20 30 40 50 60 70 80 S0 100
# of bins

o\
S cO £ 5
= SystemC description of the module Target S90% grouping 16 o




