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Migration from RT to JIRA

e GST has already started the process. For a while, working on both RT and JIRA at the same time.
o Itis a Software Project, not a Service Managment Project.
o  We are not using (yet) all the options and features available. Learning process.
m  Sorting by Priority may be helpful.



Migration from RT to JIRA

Projects / Grid Services Issues
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log rotate entry errorrs for WNs "duplicate entries" Thomas Birkett
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Projects for Team activities

We started with one Project per Activity. Examples:

cts / Integration of FTS
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schema on test cluster
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Check functionality of test
instance
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Go through change control
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Upgrade Prod & EGI FTS
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o Wha#1§ Grid Computing?
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o Contributions to workshops, conferences, music festivals, parties, ...
o Papers (a.k.a. publications, a.k.a. pubs, a.k.a. beer!!)

What is Grid Computing?

The computational requirements for science keep growing every day. Running all your scientific models and analysis programs in a single mainframe is no longer a viable option. Modern
science requires, more and more, large amounts of CPU power and data storage space.
There are two typical scenarios in modern science:
« Case 1. Small experiments needing quite a lot CPU power, but only occasionally. It is hard in these cases to justify the budget to procure the needed amount of computing power, as major
part of the time it would remain unused.
« Case 2. Big experiments, needed as much CPU power and storage space as possible, constantly, for large periods of time. In this case, the requirements are so excessive that no a single
institution in academia can afford them. Examples of this type of scientific projects are the High Energy Physics or Astrophysics.
Both scenarios can benefit from one possible solution: Grid Computing. The Grid Computing uses distributed computing resources, connected via Internet, to create a single computing
cluster. With this approach, all the participating institutions share their computational resources with each other. Each member is allowed to use all the available resources, no matter where
they are geographically, with the condition of allowing other members to use also its local infrastructure.
In the case of the LHC experiments, they all are members of a Grid Computing project called World LHC Grid Computing (WLCG). In this projects, participating institutions are organised in a

tiered hierarchy, each tier having different levels of responsibilities.

RAL is a Tier1 institution... TO BE COMPLETE !!!!

Grid Services Team
rid Services Team maintain a series of services the utilisation of the computation resources at RAL by the scientific communities we support. In particular, those from the WLCG project. TO
BENGOMPLETE




Layout for Services Documentation
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Layout for Services Documentation (ii)

e By Service > By Service Component (when needed) > By topic

v GST Services and Service Components

> ARGUS

> Batch Farm

> CVMFS

> FTS

> User Interfaces (Uls)

> Frontier-Squid

> BDIl Service

+ etcd

> VOBOX(es)

v CVMFS

> CVMFS Uploader

> CVMFS Stratum-0

> CVMFS Stratum-1

> CVMFS Client

v CVMFS Uploader

« Installation and Configuration (CVMFS Uploader)

« Monitoring (CVMFS Uploader)

« How To (CVMFS Uploader)

« Interventions (CVMFS Uploader)

« Problems and Troubleshooting (CVMFS Uploader)

Page names must be unique




Layout for Services Documentation (iii)
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User Interfaces (Uls)

aballero Bejar

07,2022+ 1minread - | 7 people viewed

Parent pages contain basic description

:'[I?::Iji;:)rtoi:?ded by the User Interfaces Of the Service: What it does, What it

« Support for Dirac

« Scratch directory prOVideS. s

Description

The User Interfaces allow users to interact directly with a series of services provided by the RAL Tier-1. For that purposes, they provide for several standard libraries and command line suites, listed below. The
configuration for those libraries is standard, with no VO-specific setup. If a VO needs a special configuration or setup, that can be achieved with a dedicated VO BOX.

Tools provided by the User Interfaces

Some of the tools available are:

Tool version
apptainer 11.2-1
DPM 113.0
CVMFS client 29.2
FTS client 394
generic grid tools
gfal 2.205
gfal-util 1721

HTCondor client 9.0.15



