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An Introduction to NR Data Analysis Using RasCAL in IDAaaS

Introduction

During the following demonstration, we will introduce the RasCAL package for the
analysis of reflectometry data and perform some fits to some simple data. As outlined in
previous lectures, RasCAL uses ‘slab’ models to describe the interfacial structure under
investigation, and calculates the theoretical reflectometry profile using Abeles matrix
formalism (introduced in Lecture 1). This demonstration will be performed live, and all
information given here will be covered during the session. This document provides a guide

for you to reproduce the analysis yourself.

We advise you go through this guide in advance of the Lipid Bilayer Case

Study to familiarize yourself with some of the core functionality of RasCAL.
Throughout this session you will:

Be introduced to RasCAL software, including navigation in the GUI, loading

experimental data and building a simple model.

¢ Become familiar with the influence of each layer parameter on the observed
reflectivity data.

e Fit NR data collected from a clean silicon substrate in D2O.

o Perform Markov-Chain Monte-Carlo (MCMC) error analysis and interpret error
analysis.

o Co-refine a model using two isotopic contrasts describing the same interfacial

structure to improve confidence in fitted parameters.



Part 1: Introduction to RasCAL, loading data and building a model.

To launch RasCAL, navigate to IDAaaS within a web browser, log in and launch

reflectometry workspace using any of the ISIS reflectometry instrument suite (INTER,
POLREF, OFFSPEC, SURF, CRISP). If you don'’t already have an existing environment,
create a New Workspace as shown below:
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Once you have launched an IDAaaS session, open RasCAL, located within
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You will now be met with the main RasCAL main interface. Windows may be
overlapping, so first select Windows > Tile to arrange windows sensibly for your display

resolution. Here are the key components of the user interface:

File Edit Tools Windows Help

Project Name : defaultProject

AN Type : Standard Layers Geomnetry : Air / Liquid (or solid)

Parameters | Layers | Experimental Params | Contrast 1

‘ (un)check all

Fit? | Parameter Name Lower Bound | Value Upper Bound
v Substrate Roughness 3 4.8444 8

®

10e%-40

10e%-501

&

[ ShowErrorBars  Plot Type: X | Logarithmic |

[T Rascatinfo " g o m— e -

Welcome to Rascal. Version r2019 v 1.1.0 (=

Agorthm s
chisqis:
Max terations : 100 ]
Run Fit | stoprit
«

© Applications :|[4) RasCAL & Terminal B 508

[}
1. Model inspection panel. This allows you to view:

a. The reflectivity data and theoretical reflectivity profile described by
your model.

b. The SLD profile corresponding to your model, from which the
theoretical reflectivity profile is calculated.

2. Model building panel. This allows you to change parameters associated with
your model, as well as experimental parameters such as the Qz resolution
and scale factors.

3. Information Panel. This will display information relating to the operation of
RasCAL, such as fitting progression information and file operations (eg.
Saving, loading files)

4. Fitting panel. Here, the fitting algorithm currently being used is displayed,
along with the normalized Chi Squared parameter (ie, goodness of fit), the
number of iterations to be performed, and buttons to start and stop fitting the
data.



Here, we will build a model to describe a simple Silicon-water interface. Silicon is a
common substrate for reflectometry experiments, and measurements of the clean substrate
are frequently taken at the start of an experiment to understand the initial substrate structure

and to improve the ambiguity in parameters required for downstream structural analysis.

Silicon will spontaneously form a thin amorphous oxide layer on the surface, which is
permeable to bulk solvent. Our model will therefore require a single interfacial layer,
corresponding to hydrated SiO2, between two bulk phases, Si and water. In order to satisfy
the conditions for total external reflection, the neutron beam must travel through the material
with the lower refractive index (and therefore lower SLD) and reflect from the interface with
the higher refractive index. Therefore, our model will have a ‘bulk-in’ (or superphase) of Si,
and a ‘bulk-out’ (or subphase) of D,O:




Building a model.

In the RasCAL window, select ‘Edit > Edit Project’. In the ‘General’ tab of the
resultant window, change the Experiment Geometry to Solid / Liquid:

B i i i e e

General | Parameters ' Layers | Experimental Params | Contrast 1

Project Path /opt/RasCAL_2018/defaultProject
Project Name defaultProject

Project Type Standard Layers -
Experiment Geometry Solid / Liquid -

Number of Contrasts Air / Liquid (or solid)

Import Model Export Model

0K ‘ Cancel

Next, we want to add the parameters required for your model. In RasCAL, a sample
is defined as a series of slabs, flanked by bulk phases. Each slab layer is described by four
parameters: Thickness, SLD, Roughness and Hydration. Here, we have a single interfacial
layer corresponding to SiO2, between bulk Si and solvent. ‘Substrate Roughness’ describes
the roughness between bulk Si and the first interfacial layer, so should be retained as a
parameter. Four additional parameters should be added, and given initial values, upper and

lower values as shown below.
B e

General Parameters | Layers | Experimental Params | Contrast 1

k Add Param... Remove Parameter(s)

Parameter Name Lower Bound Value Upper Bound
1 4.8444 15
Si02 Thickness 0.000EQ 50 100
Si02 SLD 3.000E-6 3.470E-6 4.000E-6
Si02 Roughness 1 3 15
Si02 % Hydration 0.000EQ 15 100

0K Cancel
|



The ‘Layers’ tab is used to assign parameters to each interfacial layer in your model.
For this sample, add a single layer corresponding to SiO, name the layer (N.B. Spaces are
permitted in both parameter and layer names within the GUI), and select the parameters

describing thickness, SLD, Roughness and Hydration from the drop-down menu.

General | Parameters Layers | Experimental Params | Contrast 1 |

Add Layers ‘ Remove Layers |
|

Layer Name Thickness SLD [ Roughness I %Hydration [ Hydrate with
Si02 Thickness [Si02SLD [si02 Roughness |

Substrate Roughness
Si02 Thickness
Si02 SLD

Si02 Roughness
Si02 % Hydration

OK ‘ Cancel |



backgrounds, scale factors, resolution as well as the SLDs of bulk phases.

The ‘Experimental Parameters’ tab contains instrumental parameters such as

Reflectivity is defined as the ratio of reflected neutrons to incident neutrons (I/lp), so

should have a maximum intensity of 1 below the critical edge in the region of total external

reflection. The scale factor parameter should therefore be around 1, though slight

misalignment (amongst other issues) could lead to a slightly lower scale factor. The

resolution is defined by the slit settings, and should be fixed based on the instrument

configuration. In this case, the Q; resolution was 3%, so the resolution should be fixed at
0.03. We can calculate the SLD of Si and D20 as 2.07x10° A2 and 6.36x10° A2, so these

values should also be entered here. Set your parameter values and bounds as shown below:

(]

General | Parameters ' Layers ' Experimental Params ‘.‘ Contrast 1

Backgrounds

Background
Background 1

Lower Bound
5.000E-8

Value
3.069E-8

e

-

[ add || Remove

Upper Bound ‘
7.000E-6

Scale Factors Add Remove
Scalefactor Lower Bound Value Upper Bound
Scalefactor 1 0.8 1 1.1
Qz Shifts Add Remove
Qz Shift Lower Bound Value Upper Bound
Qz Shifts 1 -0.03 0.000EQ 0.03

SLD bulk 1 (beam in)

Name

SLD bulk 2 (beam ...

Name

Lower Bound
0.000E0

Lower Bound
6.000E-6

Value
2.070E-6

Value
6.360E-8

Add || Remove

Upper Bound J
0.000EQ

Add Remove

Upper Bound ‘
6.360E-6

Resolution

Name
Resolution 1

Lower Bound
0.01

Value
0.03

Add Remove
Upper Bound J (

0.05

-

[s]4 ‘ Cancel



In the ‘Contrast’ tab, you assign instrumental parameters and layers to each contrast
that you have measured. You can also choose to select the data to fit to here, or simply
simulate data. We will start with simulated data of a single contrast. Select the Bulk In phase
as Si, and the Bulk Out phase as D20. To add an additional layer, select the ‘Bulk Out’
phase and then click the ‘Add’ Button (bottom left) to add a layer above the subphase.

Choose SiO2 from the drop-down menu to assign the layer defined in the Layer tab to this

sample.

B @

General | Parameters | Layers | Experimental Params ' Contrast 1 )

\ SiD20

Type Simulation -

A

[

Si

B

—
Scalefactor Scalefactorl | Bulk Out D20
Qz shift Qz Shifts 1 -
Resolution Resoclution 1 -
Number of Layers 1
Add || Remove |

Press OK to build the model and return to the RasCAL main interface. Before we do
anything further, save the project as a new file (‘File’ > ‘Save as new file’). Navigate to your
IDAaaS home desktop and save this file within the ‘RasCAL_Dema’ directory:

Save Project File

]

Save |n: |CJ RasCAL Demo

~] (@] [z B8

(3 dataFiles

] BAYES_2Contrast_Gauss.mat
) correlationContourPlot.m

] RasCAL_Demo.mat

] tempfile.mat

File Name: ’RasCAL_Demo_lLContrast

Files of Type: ‘AII Files

H Cancel ‘

|_§ave



Loading Data

Before loading data, we need to make sure that RasCAL is looking in the correct

directory. Therefore, load the file you have just saved in the RasCAL_Demo directory on
your desktop (‘File’ > ‘Load’ and select ‘RasCAL_Demo_1_Contrast.mat’).

To add the data, go back to the Experimental Setup window (‘Edit’ > ‘Edit Project’)

and on the Contrast 1 tab, change ‘Type’ from Simulation to ‘Ascii File’. Click the ‘Browse’
button and select ‘Si_D20.dat’ from the ‘dataFiles’ directory within the ‘RasCAL_Demo’

directory.

General | Parameters | Layers | Experimental Params ' Contrast 1 |,

Si D20|

Type Ascii File - File

Type 3 column ascil, single line head... | O

A
Background @ Bulk in
Scalefactor  |Scalefactor 1 M Bulk Out
Qz shift Qz Shifts 1 -
Resolution Resolution 1 |
Number of Layers 1
‘ Add J ‘ Remove |

/home/sh1054608/Desktop/RasCAL_Demo/dataFiles/Si_D20.dat

Browse |

Reload file even if local copy present in data directory

| B
Si
D20

I OK ‘ Cancel




Press OK, and you should now see your data and the reflectivity profile calculated
from your model parameter values:

- peaL Koy

File Edit Tools Windows Help

B8

et Project Name ; RasCAL_Demo_1_Contrast
Type : Standard Layers Geometry : Salid / Liguid

108"0.0
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| Parameter Mame | Lower Bound | Value ] Upper Bound
Substrate Roughness 1 4.8444 15
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Si02 SLD 3.000E-8 3.470E-6 4.000E-6
Si02 Roughness 1 3 15
Si02 % Hydration 0.000E0 15 100
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Part 2: Fitting a single contrast dataset.

Before we algorithmically fit the data, we should manually adjust some parameters to
be closer to the correct values. This can help you to find the global minimum and not get
stuck in local minima with nonsensical parameter values. The first thing to note, is that the
incoherent background is far too low. We should change this parameter to be closer to the
correct value. And parameter can be manually changed in two ways, either by double
clicking on the value and entering a different value, or by checking the tick box by the

parameter, then selecting ‘Tools’ > ‘Show Sliders’.

Use either of these methods to change the background to 6.1E-6. You should notice
two things. First, the background now looks visibly at a correct level, and secondly, the Chi2

value has decreased, indicating the model now better describes the data.

10e™-1.04 10e~-1.01

10e*-2.0 L 10e™-2.01

Ref
Ref

10e"-3.0

' 10e™-3.0+

10e™-4.0 10e~-4.0+

10e"-5.0 10e™-5.01

Q@ Qz
8 ' 8
Algorithm is : [ Sirmplex | Algorithmis: | Simplex |
chisqis: | 231.4798 | chisqis: | 226.0954 |
Max Iterations : 100 | Max Iterations : | 100

Run Fit Stop Fit Run Fit Stop Fit
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Next, we want to focus on the critical edge. Here, we are sensitive to the scalefactor
(as below the critical edge, the reflectivity should, by definition, be equal to 1), and the SLD
of D,0O. While we can calculate the SLD of D20 as 6.36x10¢ A2, D,O can exchange with
atmospheric moisture. This means that there will be a small fraction of H20 or HOD present,

so you will frequently observe a slightly lower SLD than the theoretical maximum.

10e"0.04 o
400 oooo®090agy

10e*0.01
|

Ref

|
00z

. @ 062 .
B8
Algorithm is @ | Simplex ] Algorithm is : | Simplex |
chiSqis: | 226.0954 | Chisqis: [ 104.4201 |
Mai Iterations : 100

Max Iterations : | 100
Run Fit Stop Fit

Run Fit
[

Stop Fit
—,,
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Now we can setup a fit. We need to select parameters which we want to fit (check
the ‘Fit?’ box for each parameter to fit, leave unchecked to fix the parameter). We know the
SLDs of SiO; and Si, so these should be fixed. Likewise, we know the resolution, and we do
not need any Qz shifts, so these should also be fixed. Other parameters (Substrate
Roughness, SiO; Thickness, SiO, Roughness, SiO, % Hydration, Background 1, Scale, D-O
SLD) should be checked for fitting. In the Fitting panel, change ‘Max iterations’ to ‘inf’ and
click ‘Run Fit’.

You should see the fit and SLD profile change as RasCAL performs the Simplex fit,

as the Chi2 drops. You should end up with a good fit to the data, as shown below.

Froject Name ; RasCAL Dema_1_Contrast

000009600 .
P Type Standard Layers Geometry: Solid / Liquid
000000550

200000323 Farameters | Layers | Eperimental Params | Contrast 1 |

(unicheck all

Fit? Parameter Hama | Lower Bound | Value Upper Bound
v Substrate Roughness 1 1 15
Si02 Thicknass 0.000E0 231930 100
3.000E6 347066 4.000E5
Si02 Roughness 1 11.2958 15
Si02 % Hydration 0.000EC 75.5453 100

LY m (SN

om o0z o1 0z 0s - o 2 s s w0 s 1w s
z

[ Show Error Bars  PlatType: ¥ |Loganthmic w| |mer -

[ rascal Info
760 11486 2.40089
770 1163 2.40089
780 1180 2.40089
790 1195 2.40089
800 1211 2.40089
810 1224 2.40089
820 1237 2.40089
830 1251 2.40089

contract inside
840 1260 240089  contract inside
850 1318 2.40088  shrink Stop Fit
Optimization termninated:

the current x satlsfies the termination criteria using OFTIONS. TolX of 1,0000008-07
and F(¥) satisfies the corvergence criteria using OFTIONS TolFun of 1.000000e-07

8

aigarthm s -
chisgis: 2.4009

Max lterations : inf

Once you are happy with the fit, save the file.
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We will now perform Bayesian error estimation. First, save your fit so far, by selecting
‘File’ > ‘Save’. Launch the Bayesian analysis dialogue by selecting ‘Tools’ > ‘Bayesian
Analysis’. All of the fitting parameters, best fit values and bounds will be automatically

carried over from the previous best fit. There are a few options here you can change:
MCMC points: Number of Markov chain Monte Carlo iterations to perform

Burn-in points: Number of iterations to perform BEFORE iterations are taken for
analysis. This should be high enough to find the global minima so values around the minima
can be collected.

Repeat Runs: Number of times to repeat the analysis, which are then averaged.

Prior distribution: These options allow you to modify your prior distribution. If left as
default, RasCAL will assume a uniform distribution between the lower and upper bounds for
each parameter. If you have prior information on the sample, you can change to a Gaussian
prior, with a mean value of ‘mu’, and a standard deviation of ‘sig’. For our purposes, we have

no prior knowledge of the sample, so will proceed using uniform priors.

For this example, 100000 MCMC points, 10000 Burn-in points and 1 repeat run will
be sufficient. Enter these options as shown below and click ‘Start’.

Y bayesGroup - Main
Param Yalues Main reffig Posteriors Diagnostics

e o Bl 2S

Analysis Type Parameter Na, value Lower Bound | Upper Bound Prior type mu
Substrate Rou... 1 1 15 Gaussian 0.000E0
Si02 Thickness 23,1939 0.000E0 100 Gaussian 0.000E0
| Isioz Roughness  11.2e88 1 15 Gaussian 0.000E0
Si02 % Hydrati., 75,5453 0.000E0 100 Gaussian 0.000E0
Bt s [10000 | [Background 1 5.497E-5 5.000E-5 7.000E-6  Gaussian 0.000E0
|

@
&

MCMC points [100000

orl 0.9845 0.8 11 Gaussian 0.000E0
D20 B8.087E-6 6.000E-6 B8.360E-6 Gaussian 0.000E0

888883838

Repeat Runs 1

[\stat |[ Abort |[ Export |[ continue |

Wwelcome ta RasCAL Bayes plugin
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This analysis should take around 1-2 minutes. After which you should see the
posterior distributions for each parameter:

Param Values Main reffig Posteriors Diagnostics

Substrate Roughness om0 5i02 Thi ol 5i02 Roughness S5i02 % Hydration

i

20 40 60 80

Scalefactor 1

e kN ow e ow

2 4 6 0.9 0.95 1

There are a few noteworthy points here. The posterior distributions are generally
quite broad, indicating ambiguity in the analysis. Particularly, the SiO, Roughness is
effectively constant over the fit range, showing the data is not able to unambiguously
describe this parameter. Similarly, there are broad distributions for the substrate roughness,
SiO; Thickness and SiO2 Hydration. In contrast, we have good confidence in the scalefactor

and D20 SLD. This is due to the critical edge in the data explicitly describing these
parameters.

Clicking on the ‘Param Values’ tab will show you the best values and confidence
intervals calculated from these posterior distributions:

Param Values Main refFig Fosteriors Diagnostics
Parameter Name [ Best value [ 95% Cl [ 65% Cl [ 25% Cl
Substrate Roughness 1.1 [L.000e+00, 8.7282+00] [1.012e+00, 6.5242+00] [4.851e+00, 7.162e+00]
Si02 Thickness 0.5 [1.084e-03, 3.458e+01] [2.382e-01, 2.286e+01] [1.560e+01, 2.770e+01]
Si02 Roughness 4.35 [1.114e+00, 1.0992+01] [4.884e400, 1.404e+01] [7.525e400, 1.100e+01]
Si02 % Hydration kel [6.4652+01, 8.99%2+01] [6.181e+01, 8.99%2+01] [2.845e+01, 6.6452+01]
Backgrour‘! 1 G.950E-6 [4.282e-08, 7.000e-06] [3.223e-06, 6,9522-06] [2.544e-06, 6,234e-06]
Scalefactor 1 0.671 [9.243e-01, 1.011e+00] [9.433e-01, 8.966e-01] [9.500e-01, 9.693e-01]
D20 §.085E-6 [6.0472-06, 6,11 3e-06] [6.0632e-06, 6,103e-06] [6.061e-06, 6,0782-06]
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Clicking on the ‘Diagnostics’ tab will show you the values obtained for each
parameter for each MCMC iteration. Ideally, you should see well mixed parameters that
appear to randomly vary throughout the analysis. Here, you can see that for a few

parameters, there are some trends in a few parameters over the first few runs. This indicates

the fit had not fully equilibrated prior to the MCMC analysis, so should be repeated with a

larger number of burn-in points to accurately estimate the uncertainty.

[“Paramvalues | Main | reffig = | Posteriors =| Diagnostics

Substrate Roughness Si02 Thickness
d >

b

iij;‘ir

x10°8 Background 1 Scalefactor 1

%108 D20

Clicking on the ‘refFig’ tab will allow you to see the best fit and corresponding SLD
profiles as solid lines, with the confidence intervals displayed as shaded regions.

| Paramalues | Main | reffig | Posteriors | Diagnostics

%108

6
5.5 (
4.5

35

251

L
102 1071 4] 50 100

150
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As you can see, there is currently a high level of uncertainty associated with the best
fit parameters of the model. In addition to posterior distributions, it is also important to
consider correlations between parameters. Thickness and SLD/hydration are frequently

correlated, so can further increase the uncertainty in the analysis.

Here, you can inspect the correlations between parameters by using the
‘CorrelationPlot’ function included in the ‘RasCAL_Demo’ directory. To use this function, on
the ‘Main’ Tab of the Bayesian analysis window, select ‘Export’ and save the analysis as
open the Matlab terminal open on the taskbar, and enter ‘Bayes_1 Contrast’ in the Save
Name box, and press ‘OK’. Close the Bayesian analysis interface by pressing ‘Quit’. Select

the Matlab terminal which is open on the task bar, and enter:
CorrelationPlotl( ‘Bayes_1 Contrast.mat’)

- | Terminal e [e]
File Edit View Terminal Tabs Help

LineWidth:

Parent:
PickableParts: {'visible’
Selected: on] [off]}

SelectionHighlight: on] [offl}
ShowText: on] [offl}
Tag:
Textlist:
TextListMode: {'auto' ‘manual'}
TextStep: {}
TextStepMode: {'auto' ‘manual'}
UserData: {}
Visible: {[on] [off]}
XData: {}
XDataMode: {'auto’ ‘manual’}
XDataSource: {}
YData: {}
YDataMode: {'auto’' ‘manual'}
YDataSource:
ZData:
ZDataSource:
flocation: {'zmin' ‘zmax'}

none'

>> CorrelationPlotl('Bayes 1 Contrast.mat"')]j

Note: CorrelationPlot is included here for demonstration purposes, but is not
distributed with RasCAL. With the exception of axes labels, this is a general function that
should work with any Bayesian analysis exported from RasCAL. Feel free to use this

function (with some simple modification) for your own analysis if you wish.
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After a few seconds the following figure should be generated (you may need to

expand the window to see the individual plots):
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Here, the posterior distributions for each parameter are shown as histograms, and
the correlations are shown as contour plots for the parameter labelled on the X axis, against
the parameter shown on the Y axis. If a parameter pair is non correlated, it will appear as a
circular contour. If the parameter pair is correlated a diagonal contour will be shown. Here,

you can see that there is are correlations between several parameter pairs.

Do not close the terminal after this, but feel free to minimize!
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Part 3: Co-refinement of multiple contrasts.

As we showed in Part 2, we can obtain a good fit to the NR data collected from a
clean Si-D-0 interface, but Bayesian error estimation shows that we have very little
confidence in the model. Particularly, the interfacial roughness and hydration is poorly
resolved. This can be improved by collecting an additional isotopic contrast. As you will have
heard in previous lectures, there is a large difference in the scattering lengths of deuterium
and protium. We can exploit this difference by collecting NR data of the same sample in H.0
(SLD = -0.56x10¢ A?) in addition to D,O (SLD = 6.36x10° A?). This will allow us to improve

our confidence in the model.

First, we need to setup the model for two contrasts. In the main RasCAL window,
enter the project editing window (‘Edit’ > ‘Edit Project’) and add an additional contrast by

clicking ‘Add’ on ‘Number of Contrasts’.

8
General \ FParameters \ Layers ‘\ Experimental Params \ Contrast 1 ‘\ Contrast 2\
Froject Path fmnt/ceph/home/shl1054608/Desktop/RasCaL_Demo/
Project Name RasCAL Demo_1_Contrast.mat
Project Type |Standard Layers v|
Experiment Geornetry |So|\d f Liguid v|
Nurmber of Contrasts 2 Add _
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As the interfacial structure is the same between both datasets, we only need to
include some additional experimental parameters. The incoherent background is higher for
samples with a greater proportion of H>O, so add an additional background by selecting
‘Add’ under the ‘Backgrounds’ section. As mentioned above, the SLD of H,O is substantially
different to that of D-O, so an additional ‘bulk out’ (i.e. subphase) SLD is required. Enter

values and bounds as shown below:

General \ Parameters \ Layers ' Experimental Params \ Contrast 1 \Contrast 2 \
-
Backgrounds Add =
| Background ‘ Lower Bound ‘ WValug Upper Bound
Background 1 5.000E-8 5.487E-6 7.000E-8
g 5.000E-8 9.000E-8 7.000E-5
Scale Factors Al
Scalefactor Lower Bound value Upper Bound
Scalefactor 1 0.8 0.9645 1.1
e s scd
0z Shift Lower Bound Value Upper Bound
Qz Shifts 1 -0.03 Q.Q00ED 0.03
SLD bulk 1 (heam in} Add
Narme Lower Bound value Upper Bound
Si 0.000EQ 2.070E-8 0.000EQ
SLD bulk 2 (bearn ... add
[ Name I Lower Bound Value Upper Bound
D20 8. 000E-6 6.087E-6 8.380E-6
-2.800E-7 -3.800E-6 0.000EQ
Resolution Add
Narme ‘ Lower Bound value Upper Bound
Resolution 1 0.01 0,03 0,03
‘ oK | | Cancel
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Finally, on the ‘Contrast 2’ tab, we need to assign parameters to the additional
dataset. Under background, select ‘Background 2’. Change ‘Bulk Out’ to H20, and add a
layer between H20 and Si, selecting ‘SiO2’.

Change ‘Type’ from ‘Simultation’ to ‘Ascii File’. Click the ‘Browse’ button and select

‘Si_H20.dat’ from the ‘dataFiles’ directory within the ‘RasCAL_Demo’ directory.

General \ Parameters \ Layers \ Experimental Params \ Contrast 1 ' Contrast 2\\

[ Si H20 |
Type File | /mntfcephyhome/shl054608/Deskiop/RasCAL_DemoydataFiles/Si_H20.dat

Type ‘3 column ascii, no header. v| ) Reload file even if local copy present in data directory
A I B |

Pockground - Beclgrowna2 T .
Scalefactor Scalefactor 1 - Bulk Qut H20
Qz shift 0z Shifts 1 -

Resolution Resolution 1

MNumber of Layers 1

Click ‘OK’ and then save as a new file (‘File’ > ‘Save As New File’), as

‘RasCAL_Demo_2 Contrast.
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You will now see both datasets loaded, with the previous model applied to both
contrasts. Note that while the model produces a good fit to the D>O contrast, the fit to the
H>O contrast is poor, indicating that the previous model does not accurately describe the

interfacial structure.
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We will fit these data in a similar way to the previous example. As before, adjust
‘Background 2’ (describing the background for the H.O contrast) to a sensible value. Fit the
data with the same parameters checked as previously, with the addition of ‘Background 2’
and ‘H20 SLD'.

Fitted parameters should be:

Substrate Roughness
SiO2 Thickness

SiO2 Roughness
SiO2 Hydration
Background 1
Background 2
Scalefactorl

D20 SLD

H20 SLD
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When you fit these data, you may end up with a result similar to below.
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While this appears to produce a good fit to the experimental data, it is a unrealistic

SLD profile. You will note that the roughness of the Si-SiO; interface is very high, compared

to a very low roughness associated with the SiO»-bulk solvent interface. This roughness of

the Si-SiO; interface appears to ‘bleed’ through to the subsequent interface. By default,

roughnesses are calculated using the Nevot-Croce error functions. This apparent ‘bleeding’

of the roughness into the subsequent layers is not accounted for in the calculated reflectivity

profiles. We can correct this using ‘microslicing’, where the roughness between interfaces is

resampled as multiple thin layers of zero roughness, allowing the calculation of an accurate

reflectivity profile for the displayed SLD profile. In RasCAL, this is done by checking the ‘Use

Resampling’ option under the ‘Contrast 1’ and ‘Contrast 2’ tabs:

= - - - - : - - = : :: . = = @ ;:: ;. == | : @ @ ;. :; ;@ ;

Project Name : k RasCAL Demo_1 Contrast.mat

Type : Standard Layers Geometry : Solid / Liquid
Parameters ' Layers | Experimental Params " Contrast 1 Contrast 2
Cortrast Name : S D20
Type Ascii File Si_D20.dat
Background : Background 1 Scalefac Scalefactor 1 Shift : Qz Shifts 1
[ Repeat Layers x Use Resarmpling
A Layers
Bulk In Si
Si02
Bulk Out D20
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You can see how the roughnesses are microsliced by selecting ‘Tools’ >

‘Preferences’ and clicking on the Check button on the ‘Resample’ tab. Here the black curve

uses Nevot-Croce roughness, and the red curve uses the resampled microsliced roughness.

3/10[:'

-

.

150

250

Despite this correction, the resultant fit is not a realistic representation of the

interface, suggesting the fit has got ‘stuck’ in a local minimum. We therefore need to

manually adjust the fit parameters to sensible values, and change the parameter bounds to

stop the fit getting stuck in this unrealistic local minimum. Initially change the following

parameters and bounds and then rerun the fit:

Parameter Low Bound Value High Bound
Substrate Roughness 1 5 10

SiO2 Thickness 0 15 50

SiO2 Roughness 1 5 10

SiO2 % Hydration 0 25 100
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You should now have a fit with similar parameters as shown below:

slo

0.00000625
0.00000600
0.00000575
0.00000550
0.00000525
0.00000500
0.00000475
0.00000450
0.00000425
0.00000400
0.00000375
0.00000350
0.00000525
0.00000200
0.00000275
0.00000250
0.00000225
0.00000200
0.00000175
0.00000150
0.000001.25
0.00000100
0.00000075
0.00000050
0.00000025
0.00000000

-0.00000025
-0.00000050
-0.00000075

Project Narme : |

Type: |

%
L3

RasCAL Demo_1_Contrast.mat

Standard Layers | Geometry :

Solid / Liquid

Plot Type: ¥ |Logarithmic

f[Ref

Parameters | Layers | Experimental Params | Contrast 1 ' Contrast 2

[ Rascal Info i}

1330
1340
1350
1360
1370

1979
1993
2010
2025
2038

4,31667
4,31667
4,31667
4,31667
4.31667
4.31667
4.31667
4.31667
4.31667
4.31667
4.31667
4.31667
4,31667
4,31667
4,31667
4,31667
4,31667

ptimization terminated:
he current x satisfies the termination criteria using GPTIONS. TolX of 1.000000e-07
nd F(x) satisfies the convergence criteria using OPTIONS. TolFun of 1,000000-07

Save your analysis by selecting ‘File’ >

reflect
reflect
contract ingide
reflect
reflect
contract inside
reflect
reflect
reflect
reflect
contract inside
reflect
reflect
reflect
reflect
contract ingide
reflect

Maxt Iterations

‘Save’.

v

Now, we want to run the Bayesian analysis, with the same settings as we had

it Parameter Name Lower Bound value Upper Bound
1 9.6772 10
0.000E0 11 100

] 3.000E-6 3.470E6 4.000E-6

1 1.0378 10

Si02 % Hydration 0.000EQ 7.4541 100

Algorithm s Ready
chisqre:

previously. This will allow us to see the influence of including an additional contrast on the

posterior distributions of each of the fitted parameters.

Note: Now we have an additional dataset loaded and are using resampled

roughnesses, this will take a little longer than the previous analysis.
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Once the analysis has finished, click onto the ‘Diagnostics’ tab to see the parameter
values through each MCMC iteration. As with the previous analysis, good sampling can be
observed for each parameter, but the number of burn-in points should be increased to

ensure that the global minimum has been identified prior to the sampling.

| ParamWalues | Main | reffig | Posteriors | Diagnostics |

Si02 Roughness

Si02 Thickness
- 10

Substrate Roughness

Background 1

H20

%104

As before, you will be able to see the posterior distributions of the fitted parameters.

Note that we now have a lot more confidence in the thickness, roughness and hydration of

the SiO; layer but the substrate roughness remains ambiguous:

[“ParamValues = | Main » | reffig | Posteriors = | Diagnostics x|

Si02 % Hydration

Substrate Roughness

2 4 [ 8

Background 1




This can also be identified in the parameter best fit and confidence intervals, where

the uncertainty is improved in all cases bar the Substrate roughness, which remains

Param values Main r’efF\g Postariors Diagnostics
! Parameter Name I Best value I 95% Cl I 65% CI I 25% Cl
Tlsubstrate Roughness 9.9 [4.546+00, 5.6a9e+00] [1.201e+00, 7.207+00] [3.318e+00, 5.655e+00]
Si02 Thickness 13.65 [58.614e+00, 1.7608+01] [1.050e+01, 1.6272+01] [1.277e+01, 1.4648+01]
Si02 Roughness 1.05 [1.000e+00. 4.7578+00] [1.034e+00, 3.3358+00] [2.856e+00, 4.2758+00]
Si02 % Hydration 0.5 [1.206e-03, 2.455e+01] [1.892e+00. 1.485+01] [1.018e+01, 1,8278+01]
Background 1 5.975E-6 [4.547-06, 7.000e-06] [5.480e-08, 5.8842-06] [5.112e-08, 5.865e-05]
Background 2 9.750E-6 [7.5808-06, 1.2558-05] [8.246€-06, 1.1352-05] [9.313€-06, 1.0382-05]
Scalefactor 1 0.871 [9.327e-01, 1.0108+00] [9.441e-01, 8.821e-01] [9.566e-01, 9.735e-01]
020 5.081E-6 [6.046e-06, 5.1092-06] [6.055e-08, 8.102e-05] [5.081e-08, 6.0772-08]
H20 5.125E-7 [-5.6008-07, -3.487e-07] [-5.5008-07, -4.135e-07] [-4.698e-07, -4.130e-07]
Param Values Main r’efF\g Posteriors Diagnostics
95% -
5
0 , x10

1072 107!

Similarly, inspecting the calculated reflectivity and SLD profiles, while ambiguity is
still present, the 95% confidence intervals have shrunk considerably compared to the same

model fitted to a single contrast dataset.

"o 20 40 60 80 100 120 140 160 180
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Finally, we can inspect how the inclusion of an additional isotopic contrast has

influenced the correlations between fitted parameters.

As before, on the ‘Main’ tab of the Bayesian analysis dialogue, export the analysis as
‘Bayes_2_ Contrasts’ and close the Bayesian analysis window by selecting ‘Quit’. Open the

Matlab terminal from the task bar and type:
CorrelationPlot2(“Bayes_2 Contrasts.mat’)

- | Terminal o (]
Fnkfe Edit View Terminal Tabs Help
105
109
111
115
116
117
121
123
125
127

(%]

.112158 contract inside
.112158 shrink
.112158 contract outside
.112158 shrink
.112158 reflect
.112158 reflect
.112158 shrink
112157 contract inside
.112157 expand
112157 contract inside

wun

(%]

tnnun

o

()]
- ¥, O ey |
oo oD@

(]

Optimization terminated:

the current x satisfies the termination criteria using OPTIONS.TolX of 1.000000
e-05

and F(X) satisfies the convergence criteria using OPTIONS.TolFun of 1.000000e-0

(=
]

Calculating ¢ predicion intervals..
Calculating 65% predicion intervals..
Calculating 2 predicion intervals..
debug

>> box changed

>> CorrelationPlot2('Bayes 2 Contrasts.mat')]j
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After a few seconds, the following figure will be generated (you may need to expand
the figure window to see the individual plots):
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Here we can see a substantial improvement in the correlations between parameters,

particularly involving the thickness, roughness and hydration of SiO-.

This demonstration has hopefully introduced you to analysis of simple neutron
reflectometry data in RasCAL, and demonstrated how the collection of additional isotopic
contrasts of the same interfacial structure can improve the ambiguity associated with the

resulting model parameters.
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