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● LHC Radio Frequency is 400.8 MHz
● LHC Circumference is 26,659 m
● Ring divides into 35,640 buckets

○ Buckets separated by around 0.75 m

● Proton bunches from the PS separated by 25 ns
○ Buckets which may have protons are separated by around 7.5 m

● The ring is never entirely filled.
● With 2,340 filled bunches

(current operation), collisions
occur at 26,314,470 Hz
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After 
zero-suppression

?
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Trigger in ATLAS is around 
300 active personnel, and is 
currently focused on delivery 

of Run 3 (2022-2025).

Hardware-based trigger, and 
all upgrade activities are 

located in TDAQ

TDAQ Week 2023, 
Kyoto
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Entirely new, or 
substantial upgraded 

for 2022+
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● The signals in the detector are digitized and buffered 
in a front-end circular pipeline. 

● The race is now on to decide if we want to keep the 
event before it gets overwritten in the buffer. 

● Need to make and return our decision within 2.5 µs.
● That’s only 750m travel time at the speed of light…
● The L1 trigger is released primarily via pipelined 

algorithms implemented on FPGAs.



Electromagnetic Feature EXtractor (eFEX)
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● Before 2022, the L1 trigger only had a single e.m. energy reading per 0.1 x 0.1 region.
● In our new system, eFEX gets 10 e.m. energy readings from the same region.
● The eFEX system cuts on shower shape variables.
● Shower width in the 2nd electromagnetic calorimeter layer.
● Fraction of energy in the hadronic calorimeter.
● Shower width in the first electromagnetic layer.
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“Good” isolated 
electrons are 
from a W or Z
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● Lower rate for the same effective energy cut.
● And a higher efficiency too!
● And less of a dependency of on pileup!
● eFEX: Both purer and more efficient.
● (Nomenclature: EM22VHI ~= eEM26M)
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● A Trigger Menu converts the collaboration’s physics goals into momentum & 
identification requirements on objects identified by the L1 trigger.

● ATLAS’ limitation at L1 has always been 100 kHz (x260 rejection), it will rise to 1 MHz 
in 2029/30. We choose to operate at 95 kHz after veto, to minimise losses.
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● Process 100 kHz events in “real-time”
● Every event will PASS or FAIL.
● FAIL events are lost forever.
● Only 3% of events can PASS.
● We want events with MOONs and STARs.
● We don’t care about events with only SQUAREs.
● We cannot look at all of the data due to network bandwidth.
● We cannot reconstruct all the data due to CPU budget of ~0.5 seconds/Event. 24

An Abstraction
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Full event reconstruction 
takes O(30s) and 

required all detector 
data, whereas the 

Trigger has only around 
0.5s on average. Selected events 

are fully 
reconstructed 

O(days) later in 
another compute 

farm.



Key Principles of the Trigger
●  Regional Reconstruction

○ We cannot look at all of every event due to bandwidth.
○ Restrict to running reconstruction algorithms within

Regions of Interest, identified in the 1st level hardware trigger.

● Early Rejection
○ Split reconstruction up into multiple Steps, called Chains.
○ Filtering occurs after each Step via Hypothesis Algorithms
○ Early steps are fast, but coarse.
○ Later steps take more time, but are detailed.
○ Stop reconstructing an object as soon as it fails a selection at the end of a Step.
○ Stop reconstructing the event when all objects are rejected.
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Region of Interest

Step 1 ? Step 2 ? Step 1 ? Step 2 ? Step 3 ?

Hypothesis Algorithms



● ATLAS, including the High Level Trigger, went multi-threaded in 2022. 
● AthenaMT is built on the Gaudi Hive (Intel TBB) multi-threaded architecture.
● Offers Intra-Event parallelisation.

○ An Algorithm Scheduler is configured with the Input and Output Data 
Handles of all algorithms. Builds a Data Dependency graph.

○ Multiple algorithms within an event can run in parallel, provided that their 
input dependencies are satisfied.

● Offers Inter-Event parallelisation.
○ Multiple events may be being processed simultaneously: “in flight”.
○ Optimal memory efficiency if all algorithms are re-entrant, i.e. stateless 

and able to run on multiple concurrent events (alternate: cloneable).
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Multi Threaded Athena (Software Framework)

The ATLAS HLT was rewritten for 2022 to be steered by the Gaudi MT 
scheduler, with no HLT-specific code wrappers required.



Multi Threaded Athena
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AthenaMT : Controlling Execution

● Suppose three types of selection:        ,           and        +           . Each Chain will 
follow one of these three paths, with the chain’s configuration controlling object 
quality & object size requirements.

● We build a dependency graph of the algorithms required to perform the 
reconstruction. This is divided into different steps.

● Three classes of algorithm are used to control the execution.
○                                            Always runs at the start of each step. Responsible 

for implementing Early Rejection. Returns a boolean Filter Decision to the 
Gaudi MT Scheduler. 

○                                            Provides concrete starting point for reconstruction 
algorithms. Responsible for restricting reconstruction to Regions of Interest.

○                                            Executes hypothesis testing for all active Chains. 
Provides input to next Step’s Filter(s).

Filter Algorithm

Input Maker Algorithm

Hypothesis Algorithm
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Start

Filter Step 1 Moon+StarFilter Step 1 Moon Filter Step 1 Star
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Regional Reconstruction: Event Views
● Gaudi Hive will allow each algorithm to execute at most once per event.
● But Regional Reconstruction requires algorithms to run once per Region of Interest.
● ATLAS Extension: Event Views.

○ Spawn one Event View per Region of Interest, Schedule algorithms per View.
○ Event View Implements the Event Store interface. 
○ Completely transparent to the algorithm. It does not know it’s in a view.

● Applies name-mangling, “HLT_Muon” becomes “MuView_0_HLT_Muon”
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(...but it can find out)

Input Maker 
View 0 Context

View 1 Context

View 2 Context

Etc...

Spawns

Event Store IF.
Alg #0 Alg #1
Alg #2 Alg #3 Alg #4

Alg #0 Alg #1
Alg #2 Alg #3 Alg #4

Alg #0 Alg #1
Alg #2 Alg #3 Alg #4

Event Store IF.

Event Store IF.

Event 
Store
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● ATLAS’ HLT Trigger Menu records around 3 kHz full-events to disk (x32 rejection).
● Record 7 GB/s, including extra events for b-physics and b-jet analyses to be 

reconstructed when resources are available, small events with only the HLT result, 
and hybrid approaches too.
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● Dual-CPU machines, 128 GB RAM, 2x AMD 
EPYC 7302. Total of 32 physical and 64 
physical+virtual (hyper-threading) threads 
per machine.

● Total of around 120,000 threads in the farm.

“End of Fill” 
activated

“Easy” to 
decide.

Takes some 
work.

Complex 
hadronic 

signatures.
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● With our MT-system we can fine tune the number of forks (multi-process) and the 
number of threads (= concurrent events) (multi-threading) used by each process.

● We currently maximise throughput by forking our process 16 times, each processing 
4 concurrent events over 4 threads.



To The Future! (Phase-II)
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● L1 becomes L0, HLT becomes EF.
● Front End Link eXchange (FELIX) readout 

is rolled out to all sub detectors.
● New time multiplexed Global FPGA trigger 

at L0 with access to calorimeter cells.
● x10 and x~3 increases in L0 and EF output 

bandwidth.
● EF processing nodes have access to all 

event data fragments.
● EF farm may integrate GPU or FPGA based 

accelerators.
● The UK and the RAL-ATLAS group have 

long histories of involvement in the ATLAS 
trigger and the Phase-II upgrade. 


