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A shared workspace for processing experi

Users can self-provision native CephFS shares and mount
them from Cloud VMs

Diverse user requirements and workloads (3*replication is
better for small files than EC)

Use cases that require a full-fat POSIX filesystem
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Bulk data storage

Heavy parallel access
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Yes, in principle, but it's not infended for SCD
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* Low-latency use cases
» Direct use by individuals

« Can | use ite
* Yes — ask the Ceph team
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