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Service offering

• Archive Storage For Both DLS and CEDA
• (Akin to WLCG Tier-0)

– Data Management 
• (ICAT/DATAGATEWAY) 

– Data movement 
• (StorageD/ET/IDS/Globus)

– Aggregation via StorageD component
– ET “ElasticTape”  

• Ingest from both onsite and offsite
• Provide Recall of Data to offsite locations

– Small and Large volumes

• Provide Recall of Data to Onsite Facilities
– SCARF/Jasmin, Openstack Cloud, DLS work areas



Many People Involved
(plus DLS (~7) personnel and 

CEDA(RALSpace) (~5)  personnel )
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DLS View
Village -> Instrument-> Visit->Dataset-> Files SCD view

• Set of Files in a directory on 
a Filesystem-> 1 Aggregate 
uploaded into Antares 

• Contents of a Visit goes into 
a single EOS directory 

• Set of directories related to 
a Village goes into single 
TapePool

• Closed/Open Visits 

Diamond Ingest and Recall Example



Examples of Ingest Monitoring Pages (DLS)



Examples of recall Monitoring Pages (DLS)



Scale ( by numbers)
INGEST

• DLS
– 65.5PB , 4.8B files

• CEDA (13 years)
– 27.9PB , 417M files

• Daily record 77TB, 6.4M 
files

• ET (10 years)
– 12.6PB , 256M files

• Daily record 82TB, 1.9M 
files

Recall

• DLS (7 years)
– 3.1PB , 

• CEDA (13 years)
– 82.5PB , 403M files

• Monthly record 788TB, 
82M files

• ET (10 years)
– 2.7PB , 7.5M files


